Difficult conversations are a necessary part of everyday life. To help children, employees, and partners learn and improve, parents, managers, and significant others are frequently tasked with the unpleasant job of delivering negative news and critical feedback. Despite the long-term benefits of these conversations, communicators often approach them with trepidation, in part, because they perceive them as involving intractable moral conflict between being honest and being kind. In this article, we review recent research on egocentrism, ethics, and communication to explain why communicators overestimate the degree to which honesty and benevolence conflict during difficult conversations, document the conversational missteps people make as a result of this erred perception, and propose more effective conversational strategies that honor the long-term compatibility of honesty and benevolence. This review sheds light on the psychology of moral tradeoffs in conversation, and provides practical advice on how to deliver unpleasant information in ways that improve recipients’ welfare.
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Difficult conversations — conversations in which the provision of true information may cause discomfort to the communicator or the target — are ubiquitous in everyday life. To effectively manage employees, teach students, raise children, and build intimate relationships, we are often taxed with the unpleasant task of delivering negative news or critical feedback. Consider a professor working closely with a doctoral student, who despite their intelligence, fails to make progress on their research. The professor comes to believe that the student will not succeed in academia, which is information that the professor believes would devastate the student. The professor calls a meeting to discuss the student’s future, but as the meeting gets closer, she grows increasingly anxious about communicating honestly with the student. How can the professor share what she believes to be truthful, useful feedback while also being a kind and supportive mentor and confidante?

Navigating this conversation is difficult because the communicator must wrestle with two moral motivations that they may perceive to conflict: the motivation to be honest and the motivation to be kind [19]. People are motivated to maintain the belief that they are moral [3,31]. In conversations that involve potential tradeoffs between honesty and kindness, optimizing on both dimensions is likely to be quite difficult. In the present research, we present new insights on the psychology of difficult conversations by analyzing them through the lens of ethical dilemmas. We integrate research on egocentrism, moral judgment, and communication to highlight why communicators systematically mismanage difficult conversations, and provide practical advice on how these conversations could be improved.

The honesty-benevolence dilemma in difficult conversations

Delivering negative information is often regarded as a necessary evil [28,29]. It requires harming someone in the short-term in order to provide long-term benefits. Consider the graduate student in the opening example. Honest critical feedback is likely to hurt the student’s feelings in the short-term (perhaps quite severely), but it serves a broader long-term goal. Honest feedback can help the student improve, and if necessary, find a career that will better suit their skills. During other difficult conversations, honesty may be associated with immediate social harms such as shame or anger, and long-term benefits such as increasing trust [45], intimacy [18], and motivation [8].

Notably, communicators will come to very different conclusions about the benefits of difficult conversations based on whether they focus on these short-term or long-term consequences. If a communicator only considers the immediate impact of their words, they are likely to conclude that honesty and benevolence are fundamentally at odds. However, if a communicator considers the long-term consequences of their words, they are more likely to recognize that honesty and benevolence are actually compatible.
Our view is that communicators should, but often do not, take a long-term perspective. We define benevolence as the motivation to improve the welfare of a specific individual in need [30,32]. Therefore, a person who is truly benevolent toward a target should be willing to enact some amount of emotional harm if it meaningfully promotes the target’s overall welfare. Indeed, the core tenet of utilitarianism — a common normative framework for resolving ethical dilemmas — is that people should be willing to enact instrumental harm if it promotes social welfare [12].

Why communicators make mistakes when faced with the honesty-benevolence dilemma

Why do communicators often fail to act benevolently when engaging in difficult conversations? There are (at least) two processes that can lead communicators to err in their assessments of how difficult conversations affect a target’s welfare. First, communicators overestimate the magnitude of harm caused by difficult conversations. Second, they attend more to the short-term harm than the long-term benefits of difficult conversations.

A ‘focusing illusion’ could lead communicators to overestimate the degree to which difficult conversations harm targets [9,25,44]. People tend to focus on easily observable information, such as the content of the conversation, rather than the broader context of the information, such as the communicator’s intent or relationship with the target. However, when there is reason for the target to believe that the communicator has good intentions (e.g. if they are friends or if the communicator explicitly states their benevolent intentions) then the target is unlikely to be dramatically harmed [7,45]. Indeed, targets are more attentive to communicators’ intentions and overall warmth than communicators expect [17,48]. This leads communicators to overestimate how negatively their close relational partners will react to critical feedback. Communicators also significantly overestimate how painful honest conversations will be and underestimate how beneficial they will be for their social relationships. Evidence of this comes from an experiment we conducted, which showed that participants who were assigned to focus on being honest in every conversation with every person in their life for three days found the experience to be more pleasurable, meaningful, socially connecting, and less harmful for their relationships relative to the predictions they made before engaging in the experience, and relative to the predictions of outside observers [20**].

Even when communicators accurately predict the harm caused by difficult conversations, they may overattend to it, relative to the conversation’s potential long-term benefits. This can occur for a variety of reasons. First, the long-term benefits may simply be less available because they are not directly experienced [40]. Communicators directly experience the difficult conversation and its immediate consequences (while they choose their words and witness a target’s reaction) but are left to imagine how the conversation affects the target in the long-term. This might lead communicators to feel more uncertain about the benefits of difficult conversations and therefore avoid engaging in them [10]. The asymmetric timing of the costs and benefits of difficult conversations may also lead to over weighting of the immediate costs, relative to the long-term benefits, given people’s general tendency to be present-biased [33]. Finally, communicators experience a personal cost when they enact harm [4], but do not necessarily experience personal benefits when a target improves in the future. People tend to be more attentive to how behaviors affect themselves than other people [6,46], which can lead to abundant social errors in both written [16] and verbal communication [2*,41,42*].

Suboptimal, but common strategies for dealing with the honesty-benevolence dilemma

Because communicators overestimate and overattend to the short-term harm of difficult conversations, they often choose strategies that are intended to resolve the short-term conflict between honesty and harm, but ultimately do not promote the welfare of their conversational partners. This can take many forms. Communicators might: 1) avoid difficult conversations altogether, 2) prioritize honesty over benevolence or vice versa, and/or 3) communicate in a way that is neither honest nor benevolent. Suboptimal decisions about how to communicate can result from deliberate, intentional thought processes, non-conscious, automatic thought processes, or some combination of intentional and automatic thought processes that unfold throughout the conversation. Regardless of how suboptimal communication decisions come about, what they share in common is that they fail to fully maximize honesty and benevolence, and instead prioritize one value over the other, or compromise on both. Figure 1 outlines these potential strategies for dealing with the tension between honesty and benevolence in difficult conversations.

Avoidance

Perhaps the easiest way to avoid making a mistake in an ethical dilemma is to avoid the dilemma altogether [5,35,36]. Indeed, many communicators resolve the tension between honesty and benevolence by avoiding difficult conversations entirely [39,43] or by omitting information [23**]. Communicators may regard this as an appealing strategy because it allows them to feel that they have not actively done anything wrong. By not discussing sensitive information, a communicator can maintain the belief that they have been honest (or that they have at least avoided being dishonest) and that they have not caused harm.
However, this strategy is problematic because it can cause harm. Omission prevents targets from learning important information that could benefit targets in the long-term. Recent studies demonstrate that targets recognize this and penalize communicators accordingly. For example, an experiment by Levine et al. [23**] found that within an economic game, targets shared less money with communicators who had refused to provide information to them, compared to communicators who had told lies that benefited them. Communicators fail to anticipate the costs of omission because omission feels justifiable to them — they anticipate feeling less guilty if they omit information than if they actively lie, leading communicators to engage in omission quite frequently. This influences communication in economic games and in high-stakes difficult conversations. Levine et al. also found that practicing oncologists believe that it is more acceptable to lie by omission (e.g. fail to provide negative prognostic information when the patient has falsely positive beliefs) than to actively provide patients with false hope, and report being more likely to engage in lies of omission. However, actual cancer patients believe the opposite: They believe it is more acceptable and are more desiring of false hope than lies of omission [23**].

Avoidance strategies, though easily justified by communicators, are often the least effective at promoting targets’ welfare. Omission fails to deliver the informational benefits of honesty, and by reducing communication between communicators and targets, fails to deliver the emotional benefits of sensitive communication (e.g. hope, comfort, intimacy). Avoidance is also problematic because it robs communicators of valuable feedback on how targets react to difficult conversations, feedback which might lead communicators to make less biased judgments of the benefits of these conversations moving forward [19].

**Prioritizing honesty or benevolence**

When communicators do engage in difficult conversations, the experience of moral conflict may lead them to simply prioritize one value over the other. Ethical dilemmas tax cognitive resources [29] and narrow decision-makers’ thinking [15*]. Moral choices create a powerful sense of psychological constraint that leads decision-makers to feel less choice even when they have multiple options available to them [15*]. When decision makers become fixated on the choices in front of them, it reduces their ability to come up with creative solutions to ethical problems [47**]. For example, in Kohlberg’s classic Heinz dilemma [14] people are faced with a choice between stealing a drug that their spouse needs for survival (displaying loyalty and avoiding harm) and obeying laws that protect property (acting fairly). In this dilemma, people typically just choose one of these options, failing to recognize that creative solutions are possible that integrate both motives (e.g. asking the scientist who owns the medicine if they can have the drug for a reduced price) [47**].

In the context of difficult conversations, tradeoff strategies entail choosing either honesty or benevolence. For instance, in the opening example, this might take the form of brutal truth telling with no buffering (“You are not cut out for academia, period.”), or prosocial lying (lying to benefit another person, for example, “You are doing fine, just keep trying”) [21,26**]. The former would reflect trading off benevolence for honesty, whereas the latter would reflect trading off honesty for short-term benevolence. Both of these strategies can be problematic. Without benevolence, the motivation for honesty is likely to be questioned [21,22]. Within a single interaction, it is not clear if the professor’s behavior is motivated by a rule of honesty or callous disregard for the student’s feelings [32]. Therefore, the student is likely to distance himself from the communicator, and can easily misconstrue the feedback as petty criticism or a personal attack rather than an attempt to help. Prosocial lying, in contrast, often sacrifices the overall welfare of the target and can lead to unrealistic expectations and unjustified hope for the future. Furthermore, if a target detects a prosocial lie, they may perceive the lie as paternalistic and offensive, which could lead the target to resent the communicator [27*]. Notably, however, when honesty causes unnecessary harm, prosocial lies do not sacrifice long-term benevolence or yield resentment. In fact, they are rewarded and deemed moral in these circumstances [24]. We return to this idea in the conclusion of our paper.
Compromise strategies: paltering, dodging, and deflecting

Many ethical dilemmas — especially those studied by ethics scholars (e.g., the trolley problem [11]) — force actors to choose between two discrete outcomes. Conversational dilemmas are different, in that they also allow actors to honor moral values to varying degrees. Communicators need not choose between complete honesty and complete deception. They have a whole host of conversational strategies available to them that lie between these two choices. Accordingly, communicators frequently resolve the perceived honesty-benevolence trade-off in difficult conversations via compromise solutions.

For example, the professor in the opening example might tell her student a truthful statement, such as “You are doing a great job with your classes,” which is honest and has the benefit of making the student feel good. However, in the absence of more information, this statement will likely mislead the student into believing that they are doing well and on track for success, despite the fact that classwork is a relatively weak indicator of potential for success in academia. In other words, though this palter (i.e., a statement that is true, but told with the intention of misleading someone) feels more ethical than an outright lie to the communicator, it has the same consequences as an outright lie to the target [38**].

Communicators make significant distinctions between the ethicality of outright lies and compromising tactics such as palters, but targets do not [38**]. For example, communicators think that providing truthful but misleading information in a negotiation is more ethical than directly lying, while targets view the two statements as morally equivalent [38**]. Other compromising strategies such as dodging [37] or deflecting [1] questions are likely to be perceived similarly to paltering. Though easily justified by communicators, these communication tactics compromise both honesty and benevolence. Unlike avoidance strategies, they do not involve omitting information altogether, but compromise strategies nonetheless fail to deliver accurate information to the target that could improve the target’s long-term welfare.

A better approach: maximizing honesty and benevolence

Communicators predominantly focus on choosing the ‘right’ words (including no words at all) to balance honesty and benevolence in the short-run. We suggest that this is the wrong approach because it typically leaves the target with an inaccurate impression of the truth (either because the communicator fails to provide full information or the target discounts the communicator’s words) and frequently fails to convey benevolence despite the communicator’s goals to do just that. Communicators must look beyond the short-term conflict between honesty and emotional harm to promote the welfare of their conversational partners. However, as reviewed above, ignoring the short-term harm of difficult truths by being brutally honest is also ineffective.

We propose that a better approach is benevolent honesty, in which communicators focus on delivering negative information truthfully and directly, but also employ additional strategies to ensure that their words actually lead to long-term improvement. In other words, communicators must integrate honesty and benevolence in an attempt to maximize both dimensions, rather than prioritizing one moral value at the expense of the other or compromising on both. This framework for navigating the challenges of difficult conversations mirrors the dual concerns model from the conflict and negotiations literature [34], which similarly suggests that an optimal approach to navigating the tension between concerns for one’s self and one’s counterpart is to simultaneously maximize on both dimensions rather than trading off one at the expense of the other, compromising on both, or avoiding the dilemma altogether.

While communicating in a way that optimizes both honesty and benevolence may not be easy, we contend that it is indeed possible. One way communicators can do this is to clearly state their benevolent intentions before delivering candid feedback [45]. For example, a professor might emphasize that a student is capable of achieving high standards when giving critical feedback (e.g. “I’m giving you these comments because I have very high expectations and I know you can reach them” [45]). Though this strategy may seem intuitive, communicators often fail to make their benevolent intentions clear—they seem to forget (at least in the moment) that targets do not have access to this information [13].

A second strategy is to provide targets with the resources necessary to either cope with or learn from the information [29]. For example, doctors might devote time to checking back in with a patient to provide emotional support after having presented them with unpleasant information about their prognosis; and, police officers might instruct evictees about the law and how to navigate it in order to help tenants protect themselves in the future [29]. The professor in the opening example might suggest specific resources to help the student and offer to meet more frequently with him to help them improve. These strategies honor the long-term compatibility of honesty and benevolence by providing the target with information, reducing the likelihood that the target discounts honesty as cruel criticism, and ensuring that the information leads to the desired outcome of improved welfare.

Summary and an important caveat

Difficult conversations that require the delivery of negative information from communicators to targets involve perceived moral conflict between honesty and benevolence. We suggest that communicators exaggerate this conflict. By focusing on the short-term harm and unpleasantness associated with difficult conversations, communicators fail
to realize that honesty and benevolence are actually compatible in many cases. Providing honest feedback can help a target to learn and grow, thereby improving the target’s overall welfare. Rather than attempting to resolve the honesty-benevolence dilemma via communication strategies that focus narrowly on the short-term conflict between honesty and emotional harm, we recommend that communicators instead invoke communication strategies that integrate and maximize both honesty and benevolence to ensure that difficult conversations lead to long-term welfare improvements for targets. Future research should explore the traits, mindsets, and contexts that might facilitate this approach. For example, creative people may be more adept at integrative solutions to the perceived honesty-dilemma conflict, and people who are less myopic and more cognizant of the future consequences of their choices may be better at recognizing the long-term benefits of honesty.

An important caveat to our recommendations is that they only apply to situations in which honest feedback is indeed helpful to targets in the long-term (e.g., conversations that involve negative feedback that is ultimately useful for the target to know). Notably, not all truths improve a target’s welfare, and in fact, some truths yield what many would call “unnecessary harm” [24]. For example, providing negative feedback on things a target cannot control or improve upon hurts the target’s feelings without leading to any long-term benefit, thus causing unnecessary harm [24]. In other words, there are indeed situations in which honesty and benevolence do fundamentally conflict, and in which tradeoffs are essential. In these situations, targets appreciate prosocial lies. Interestingly, egocentrism may produce a similar (but seemingly opposite error) in which communicators underestimate the value of prosocial lying in such cases [2,3]. Nonetheless, in order to identify optimal strategies within conversations involving moral conflict, communicators must refocus their attention on the long-term, rather than short-term, consequences of honesty and benevolence. Failing to consider the future impact of one’s communication runs the risk of making everyone worse off.
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