Generative models for visualizing idiosyncratic impressions
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Abstract
In their comprehensive review of research on impressions from faces, Sutherland and Young (this issue) highlight both the remarkable progress and the many challenges facing the field. We focus on two of the challenges: the need for generative, powerful models of impressions and the idiosyncratic nature of complex impressions.
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BUILDING OF POWERFUL GENERATIVE MODELS
As outlined in the target article, data-driven methods have led to tremendous progress in identifying cues for various psychological impressions. Importantly, data-driven methods are not constrained by researchers’ prior heuristics or biases. However, they are susceptible to certain constraints. The most important of these is the nature of the stimuli or the stimulus variation of the input space. These data-driven methods are akin to reverse correlation methods, in which random variations in the stimuli (e.g., facial images) are classified as a function of behaviour (e.g. judgement of facial images). Broadly, these data-driven methods fall into two classes: psychophysical reverse correlation methods—in which participants judge facial stimuli altered by visual noise—and face space reverse correlation methods—in which participants judge faces randomly generated by a statistical multi-dimensional face space (Todorov et al., 2011). A third technique dates back to Galton’s composite photography and consists of morphing facial images selected to exemplify particular categories of stimuli (e.g. an intelligent-looking face; Sutherland et al., 2013). The objective of these techniques is to identify some systematic variation in the stimuli that predicts judgements. This systematic variation is then interpreted as comprising the set of cues driving the specific judgement.

Dozens of impression models have been created and validated using these techniques (Brinkman et al., 2017; Sutherland et al., 2013; Todorov & Oh, 2021; Vernon et al., 2014; Walker & Vetter, 2016). But each technique suffers from its own limitations. The images in psychophysical reverse correlation studies are noisy by design and, as a result, the final classification images (e.g. morphs of blurry images selected to look more intelligent) are also noisy, rarely revealing subtle differences in cues. Worse, these models often fail at the level of individual participants, a failure related to the second challenge facing the field named earlier. Face space-based reverse correlation studies use images of synthetic faces that lack the realism and diversity of real faces. Moreover, the original face space models were constructed from laser scans of only a few hundred (mostly white) faces, which are not representative of the diversity of human faces. Similar
concerns apply to morphing techniques, which are limited by the set of original faces and can produce artefacts in the exemplar images such as warping or the appearance of ‘smoothed’ skin and hair.

The rapid development of deep machine learning methods, specifically generative adversarial networks, offers a potential solution to the challenge of limited stimulus variation. By using massive data sets of images, these methods are capable of modelling the representation of faces (Karras et al., 2018, 2020). Although the resulting representations are less readily interpretable (unlike the older models; O’Toole et al., 2018), in principle these models are capable of generating an unlimited number of hyper-realistic faces that can capture the diversity of human faces. Capitalizing on one of these models (StyleGAN; Karras et al., 2020), with our collaborators we created more than 30 models of impressions, ranging from judgements of relatively unambiguous attributes such as perceived masculinity to judgements of completely subjective attributes such as perceived familiarity (Peterson et al., 2022). The resulting models can also be applied to existing real faces, once these faces are encoded in the latent face space. These new generative face models overcome many of the limitations of prior models. But even the new models are not entirely free of stimulus-based constraints. Although StyleGAN was trained on a massive set of 70,000 face photographs, it is not obvious that the resulting space is fully representative of the diversity of faces, especially with respect to the range of possible emotional expressions humans can produce.

The second constraint of data-driven methods is that the resulting models would always reflect the impressions of the specific group of raters. After all, these methods are designed to reveal the facial representations of these raters. To the extent that the majority of raters happened to be white, for example, the resulting models would simply reflect the stereotypes of this particular group. Thus, even though it is straightforward to create models of the appearance of faces representing different ethnicities (Peterson et al., 2022), these models would not reflect the actual diversity of the groups but rather the raters’ visual stereotypes of these groups.

Finally, building good models requires much larger samples of both faces and raters than in typical psychological studies. In our studies, we used ~1000 faces (where each face was rated by at least 30 distinct raters) to build the models, but simulations showed that our models could be further improved by including more faces. This was particularly the case for judgements of complex perceived attributes (e.g. ‘electable’, ‘trustworthy’) in contrast to simple attributes (e.g. ‘hair colour’). This was also true for the number of raters per face—more raters lead to more variance explained in the models.

Data-driven methods almost always find reliable facial cues predictive of a given set of judgements. But these cues are always a function of the specific face stimuli and raters involved. To find out the extent to which these cues generalize across faces and raters, we would need multiple generative models built from large data sets in terms of both the number of faces and raters. The potential convergence of such models would be an indication of the universality of facial cues that drive complex (and subjective) impressions.

**THE DEEPLY IDIOSYNCRATIC NATURE OF COMPLEX IMPRESSIONS**

Almost all models of impressions, including the ones discussed above, are models of judgements aggregated across raters. This procedure masks massive individual differences in complex impressions. Sutherland and Young (2022) discuss this challenge, but we believe that this is one of the most important, most underappreciated, and least developed areas of research on first impressions.

The first researcher to systematically study the idiosyncratic nature of impressions was Hönekopp (2006). Using variance decomposition analysis as applied to judgements of attractiveness, he showed that idiosyncratic differences account for about 50% of the meaningful variance of these judgements. Upon reading his work, one of the authors (AT) assumed that Hönekopp might have overestimated the share of idiosyncratic variance. This assumption was based on the observation that inter-rater agreement is higher when it is computed from the aggregated judgements of the raters (e.g. an average of the rater’s multiple judgements of the same faces in contrast to a single judgement). Because the raters in Hönekopp’s studies made only two judgements (of the same stimuli), AT reasoned that much of the error variance is added to
the idiosyncratic variance. AT was wrong. Although multiple repeated measurements increase inter-rater agreement, the increase in the intra-rater agreement is much steeper. As a result, multiple (and more reliable) measurements, if anything, increase the estimates of the relative share of the idiosyncratic variance (Martinez et al., 2020). This paper (Martinez et al., 2020), in addition to confirming Höneccopp’s insights, extended the methods to multiple visual stimuli and multiple judgements. The paper also provides methodological guidelines about the number of raters, stimuli, and repeated measurements and how these affect the precision of the variance estimates.

Hehman et al. (2017) were the first to apply the variance partitioning reasoning to a broad range of impressions. Unfortunately, most of the studies in this paper did not include repeated measurements. The latter is essential to estimate the most interesting component of idiosyncratic differences (i.e. the interaction of perceiver and stimulus; the other component is the perceiver’s variance) and to remove the error variance from the meaningful variance. Nevertheless, their estimates are comparable to other more recent studies (Albohn et al., 2022; Hester et al., 2021; Martinez et al., 2020). In cases of complex judgements such as perceived trustworthiness and competence, the idiosyncratic variance trumps shared variance. Yet the latter is what is modelled in studies on first impressions, as explained in the previous section.

All of the studies on estimating shared and idiosyncratic variance so far have been descriptive: documenting the existence of an important phenomenon. But we know very little about the variables predicting the relative shares of these variances and the mechanisms leading to stable idiosyncratic differences. To be fair, such mechanisms were discussed in the target article. However, to the best of our knowledge, we do not know of any study in which the variance of impressions is partitioned and then its components are predicted by a set of variables postulated by the researchers. In fact, researchers rarely include repeated measures in their studies. Yet these measures are critical for advancing the study of idiosyncratic differences in impressions.

If documenting the importance of idiosyncratic variance is the first step in the study of idiosyncratic differences in impressions, one of the final steps is building models of idiosyncratic representations of impressions. Recently, capitalizing on the power of generative face models and borrowing procedures from psychophysical reverse correlation, we have proposed and illustrated methods for building such representations (Albohn et al., 2022). But many questions remain unresolved. For one, it is not obvious how to analytically relate statistical studies on variance decomposition and modelling studies of impressions. Specifying this relation is critical to formally test different mechanisms within the same computational framework and to study the predictive utility of idiosyncratic models.
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