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should be linked to the simultaneous presence of convergence
substrates: specifically, activation of “convergence zones
would produce synchronous activity in separate cortical sites
presumed to contain feature fragments related to the conver-
gence zone” (Damasio 1989, p. 56). We developed a novel
analysis to test relationships between different types of pattern
information, allowing us to detect a relationship between
feature fragments and their convergence into identity in the
human brain.

In the present study, we employ a task that engages top-
down influences without visual information on-screen, allow-
ing us to investigate retrieved object knowledge. We examine
memory-driven activity patterns for fruits and vegetables that
vary orthogonally by color, shape, and identity. Our data
support the three predictions of a convergence zone, including
a link between specific features in visual cortex and object
identity in the left ATL.

Materials and Methods

Subjects
Data from 11 participants (3 females, 18–35 years old) are analyzed (a
12th participant’s fMRI data were not analyzed due to abnormal behav-
ioral responses during the task). All participants were right-handed
with normal or corrected-to-normal vision and reported no history
of neurological problems. Participants provided written informed
consent and received monetary compensation for their participation.
The human subjects review board at the University of Pennsylvania
approved all experimental procedures.

Magnetic Resonance Imaging Acquisition
Subjects were scanned with a 3-T Siemens Trio system equipped with
an eight-channel head coil and foam padding for stabilizing the head.
T1-weighted anatomical images were acquired at the beginning of each
session (repetition time [TR] = 1620 ms, TE = 3 ms, TI = 950 ms, voxel
size = 0.977 × 0.977 × 1.000 mm). T2*-weighted scans recorded blood
oxygenation level–dependent (BOLD) response using interleaved
gradient-echo EPI (TR = 3000 ms, TE = 30 ms, field of view = 19.2 ×
19.2 cm, voxel size = 3.0 × 3.0 × 3.0 mm, 42 slices).

Experimental Procedure
Prior to fMRI scanning, participants completed a behavioral staircasing
procedure to determine the level of visual noise that was later applied
to images presented during the fMRI scan. This ensured that the
in-scan detection task would be challenging enough to engage each
subject. On each trial of this staircasing behavioral task, a MATLAB
script presented subjects with an image of a fruit (bananas and toma-
toes, 2 fruits not used for the primary task) with an overlaid field of
Gaussian visual noise. Subjects indicated with a button-press if they
could identify the fruit. After each behavioral response, the script in-
creased or decreased the variance of the noise that was added to the
next image, to bring the subject’s final detection level to 75% by the
end of the procedure. The variance giving this detection level was then
applied in the same way to the images used in each participant’s scan.
The participants’ in-scan detection accuracies were very close to this
level, suggesting the staircasing was successful (M hit rate = 74%, SD =
14%; M false alarm rate (FAR) to pure noise = 7%; FAR to foils-in-noise
= 35%).

At the beginning of the scanning session, participants passively
viewed images of exemplars of the 4 types of fruit and vegetables
(carrots, celery, limes, and tangerines) that would later act as targets,
centrally placed on a white background. During this run, blocks of 6
images of each type of fruit and vegetable were presented in a random
order, with each image shown for 3 s. Blocks were separated by 12 s of
fixation. In total, 12 exemplars of each type of fruit and vegetable (later
hidden in the detection task) were presented, split across 2 blocks.

During the next 4 scanning runs, participants were instructed to
respond with a button-press when they detected a cued fruit or veg-
etable within visual noise. Word cues were presented to indicate a type
of fruit or vegetable that should be detected (e.g., “carrot”). A variable
number of images then followed, each displaying Gaussian noise
applied to a homogenous white background, generated through
MATLAB with the variance-level determined by the subject’s prior
staircasing (see Fig. 1). In every run, each of the 4 fruit and vegetable
cues was cumulatively followed by the same total amount of Gaussian
noise. Within the blocks, the pure-noise images were each shown for
3 s. Following a variable length of time (between 12 and 24 s after the
initial cue), a fruit or vegetable was presented, hidden within Gaussian
noise using the parameters determined from the participant’s staircas-
ing. The block automatically ended after this image. This design af-
forded us the high signal sensitivity found with block designs,
combined with unpredictability to keep participants cognitively
engaged. Each fruit and vegetable cue (e.g., “carrot”) occurred 3 times
in a run (giving 12 blocks for each fruit and vegetable across the exper-
iment). Blocks were presented in a pseudo-randomized order so the
same cue did not immediately repeat. Two of the fruit-in-noise images
ending the noise blocks contained a fruit or vegetable that did not
match the preceding cue (i.e., 2 of 12 were foils) to focus participants
on detecting the specific target. The 2 foils for each kind of cue were
other fruits/vegetables with the same color but different shape, or
same shape but different color (e.g., for carrot: tangerine and celery),
ensuring that the 4 objects acted as foils with the same frequency. To
encourage participants to search for the cued target from the very start
of every block, the beginning of each run (during the 4 beginning time-
points routinely removed in preprocessing) included a short block in
which a cued fruit or vegetable appeared after only 3 or 6 s, followed
by 12 s of fixation. The short blocks’ hidden fruits and vegetables were
not repeated in the main blocks and the short blocks’ BOLD signal did
not contribute to any analyses.

The 12 images of each type of fruit/vegetable (10 cued, 2 foils) that
ended the blocks (within noise) were photographic examples in
various orientations on a white background. The objects were all

Figure 1. Experimental design. Participants were presented with cues of items to
detect, followed by blocks of visual noise. Each block ended with an actual image
embedded in noise, at a threshold that was determined for each participant before
their scan (shown here at a low threshold for visualization purposes). Blocks contained
an unpredictable amount of pure noise and occasionally ended with an incorrect
(noncued) fruit or vegetable to keep participants on task. The objects in the final trial
are displayed here in each corner although they could appear in any corner in the actual
experiment. Every block ended with a unique instance of that kind of fruit or vegetable
(e.g., no particular tangerine appeared more than once). Data associated with the
last noise time-point (after accounting for the hemodynamic lag) were discarded to
ensure that the signal-ascent from viewing the image-in-noise did not influence the
analyzed data.
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Task:  target  object  cued  (2  s),  then  a  
series  of  pure-­noise  images  presented  
(12-­24  s),  then  object-­in-­noise  (2  s)  &  
response  to  whether  object  was  the  
cued  target  or  not.

N  =  24Left  anterior  temporal  lobe  (ATL)  has  been  implicated  
in  encoding  integrated  visual  object  features  corresponding  to  object  
identity  (e.g.  shape/color;;  Coutanche &  Thompson-­Schill,  2015).  Damage  
to  bilateral  ATL  typically  impairs  memory  of  object  features  across  
sensory  and  motor  modalities  (Patterson,  Nestor,  &  Rogers,  2007).

The  present  study  tested  whether  ATL  encodes  integrated  
visual  and  motor  object  features  corresponding  to  object  
identity.
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Statistical  significance  assessed  with  permutation  procedures.

Searchlight  MVPA  decoding:
• 4-­way  classification  of  object  identity  (unique  combo.  of  
material/shape/grip)

• 2-­way  classification  of  grip
• 2-­way  classification  of  material

ROI-­based  MVPA  decoding:
• 2-­way  classification  of  shape

12  blocks  per  object  across  4  runs  (pseudo-­random  order)
GLM to  estimate  voxel  responses  during  pure-­noise  time-­
points  (beta  weights  used  as  input  in  multi-­voxel  pattern  
analyses  (MVPA))

Objects  employed  uniquely  defined  
by  a  combination  of  material,  grip,  
and  shape.

Searchlight:  identity  decoding

Searchlight:  grip  decoding

ROI:  shape  decoding

• Identity  classification  was  found  in  the  right  ATL  as  well  as  
parietal  (S2)  and  frontal  (IFG)  regions.  Former  work  has  
related  these  areas  to  tactile  object  recognition,  object  
manipulation,  and  action  planning  (e.g.  Gallivan et  al.,  2013;;  
Reed,  Shoham &  Halgren,  2004)

• Successful  grip  decoding  was  found  in  motor  planning  (PMA)  
and  action-­related  (IPL)  regions

• Successful  material  decoding  was  found  in  visual  (PHG)  and  
insular  regions

• Successful  shape  decoding  was  found  in  a  shape-­selective  
visual  region  (LOC)

• Further  analyses  will  test  the  dependence  of  identity  decoding  
on  simultaneous  grip,  material  and  shape  decoding,  on  a  
block-­by-­block  basis,  to  establish  the  convergence  of  these  
features  in  identity-­coding  areas.

N  =  24
Information  selectivity
Only  successful  classification  
of  the  given  property  (identity,  
grip,  material,  or  shape)  was  
found  in  each  identified  region.

Mean  classification  accuracy:      27%  (SEM  =  0.02)

Mean  classification  accuracy:    56%  (SEM  =  0.03)
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Searchlight:  material  decoding

Mean  classification  accuracy:    55%  (SEM  =  0.04)
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