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Our minds adeptly register stable patterns in experience. 
This phenomenon, statistical learning, takes place with-
out conscious effort, feedback, or reward. How inferen-
tially complex is learning under these conditions, and 
how similar is it to more explicit forms of learning1?

Prior work shows that learners do more than register 
that two stimuli co-occur, but also compute whether 
they predict each other uniquely and independently, as 
described by this formula2,3,4:

Visual statistical learning
paradigm

We demonstrate that statistical learning  is sub-
ject to considerations of uniqueness: that learning 
reflects not just the conditional probability relating 
two events,  but whether that relation is unique. 
This is despite the incidental, spontaneous and 
largely implicit nature of such learning. 

Each participant saw 2 sequences, each cued by a distinct object, 
and showing distinct events

“Did certain events follow each other more often 
than others? Describe any you noticed for the 
first set and for the second set of videos.”

Learning reflects deltaP
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Inferences about Uniqueness in Statistical Learning

ΔP = P(A|B) - P(A|~B)

Exposure task: “Decide if the event is common or rare”

500 events / ~10 minutes over 3 segments

1.2 s

common alternates

rare alternates (replace common events on 10% of 
occurences, chosen randomly)

0.00 0.98 0.00 0.00 0.02
0.07 0.00 0.47 0.45 0.00
0.15 0.01 0.38 0.41 0.05
0.16 0.01 0.40 0.38 0.05
0.28 0.01 0.28 0.29 0.14

0.00 0.97 0.00 0.00 0.03
0.03 0.14 0.41 0.41 0.00
0.27 0.66 0.00 0.00 0.08
0.28 0.65 0.00 0.00 0.08
0.27 0.01 0.29 0.28 0.16

trial n+1

0.13      0.14          0.35         0.35          0.04

0.13       0.44          0.20          0.20           0.04

frequency

 frequency

conditions matched on conditional probability, P(A|B) and joint 
probability/chunk frequency, P(A&B)

high delta P condition (.97)

low delta P condition (.61)

Forced Choice test:
“Which is more typical?”

vs.
cause-effect

effect-cause

ΔP varied separately from 
conditional probability
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n = 80

t(79) = 3.55, p < .001

M = 61.83%
p = .007

M = 41.67%
p = .034

ΔP predicts noticing 

20/80 participants described a relation be-
tween the cause and effect for one sequence, 
but only 2/80 did so  for both. 

Participants were more likely to describe it for 
the high ΔP events (19/80) than the low 
ΔP events  (5/80; Chi2 (1) = 9.61, p = .002).

A modified RW learning 
model explains effects

0.00 0.97 0.00 0.00 0.03
0.03 0.14 0.41 0.41 0.00
0.27 0.66 0.00 0.00 0.08
0.28 0.65 0.00 0.00 0.08
0.27 0.01 0.29 0.28 0.16

Aim is to learn the weights a in matrix 
W;  weights are updated at each ob-
servion i with learning rate alpha.

  error in prediction

update to weight 

current prediction strength 
based on prior n trials

With normalization: After each step, columns 
are normalized to sum to 1, allowing weights to 
trade off
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A simple adaptation to a classic model explains the effect 
of delta P on learning.


