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Semantic Influences on Episodic Memory Distortions

Alexa Tompary and Sharon L. Thompson-Schill
Department of Psychology, University of Pennsylvania

Prior knowledge has long been known to shape new episodic memories. However, it is less clear how
prior knowledge can scaffold the learning of a new class of information, and how this can bias memory
for the episodes that contributed to its acquisition. We aimed to quantify distortions in episodic memories
resulting from the use of prior category knowledge to facilitate learning new information. Across 4
experiments, participants encoded and retrieved image-location associations. Most members of a cate-
gory (e.g., birds) were located near each other, such that participants could leverage their prior category
knowledge to learn the spatial locations of categories as they encoded specific image locations. Critically,
some typical and atypical category members were in random locations. We decomposed location memory
into 2 measures: error, a measure of episodic specificity; and bias toward other category members, a
measure of the influence of newly-learned information about category locations. First, we found that
location memory was more accurate for images whose locations were spatially consistent with their
category membership. Second, when images were spatially inconsistent (i.e., in random locations),
retrieval of typical category members was more biased toward their category’s location relative to
atypical ones. These effects replicated across 3 experiments, disappeared when images were not arranged
by category, and were stronger than effects observed with images arranged by visual similarity rather
than category membership. Our observations provide compelling evidence that memory is a reconstruc-
tion of multiple sources of prior knowledge, new learning, and memory for specific events.
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A fundamental way that humans acquire new information is by
extracting relevant commonalities across memories of distinct
events, or episodes (McClelland et al., 1995). However, much of
the research in this area neglects the critical notion that new
experiences are made up of recombinations of objects, places, and
people for which we already have rich semantic knowledge. In
other words, the episodes that contribute to new information are
not formed in a vacuum, but rather are scaffolded by prior knowl-
edge. As an example, imagine a new birding enthusiast who, after
observing many different nests over the course of many nature
walks, has come to understand that the color and speckling of eggs
is often related to the species of bird—where similar species may
produce similarly colored eggs. One day, she finds a bird’s nest

filled with unusually colored, bright blue eggs. Because bird eggs
are usually not so vibrant, would the knowledge that the nest
belongs to the more typical robin, compared with the more unusual
emu, have consequences for how vibrantly the blue of the eggs is
remembered? In other words, how might she integrate prior knowl-
edge about birds, like whether the bird is a typical or atypical
category member, with newly learned information about egg col-
oring, to shape a specific episodic memory? How the organization
of our prior knowledge can influence new learning is critical to
understand, because as new knowledge is acquired, it may shape
how the episodes that contribute to this knowledge are remem-
bered. Yet, in the context of new learning, the relationship between
prior knowledge and new episodic memories is relatively under-
studied.

In the current experiments, we investigated how prior category
knowledge influenced new episodic memories for the spatial lo-
cations of images, as participants incrementally learned that spatial
locations sometimes were predicted by an image’s category mem-
bership (i.e., many but not all images of birds were clustered
together). Critically, these locations were not intrinsically related
to the images (i.e., nothing about the concept “cardinal” implies
that it should be located on the bottom right corner of a computer
screen), but participants could learn the general location of a
category by integrating over the locations of several category
members. This category-location mapping is our operationaliza-
tion of “new information” that can be learned using prior knowl-
edge of category membership. We use this novel protocol to
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investigate how category knowledge—specifically, category typi-
cality—can distort episodic memories in the context of learning
this new information.

The experiments were motivated by three distinct lines of re-
search: (a) spreading activation theory as an explanation for cate-
gory typicality effects in episodic memory, (b) predictions of the
category adjustment model (CAM) concerning how category typ-
icality affects memory reconstruction, and (c) theories concerning
how relational encoding shapes memory for distinctive or atypical
items. As these literatures have contributed to our understanding of
how prior knowledge modulates memories for individual episodes,
we build on them to ask how category typicality can affect mem-
ories that are formed in the context of newly learned information.
Below, we describe these three literatures, focusing on their con-
nection with the predictions of the current experiments.

Typicality Influences Spreading Activation in Memory

Our prior semantic knowledge naturally comprises a rich, di-
mensional structure. There are many well-studied aspects of the
structure of conceptual knowledge—like the relative frequency or
familiarity of different concepts (e.g., McCloskey, 1980), or their
hierarchical organization (e.g., Collins & Quillian, 1969)—that
may influence how it affects memory. Here, we focus on the
notion that categories have a graded internal structure, such that
category members continuously range in their typicality, or
whether they are good or less good examples of their category.
Typical category members are defined as items that share the
greatest number of features with other category members and the
least number of features with members of other categories (Rosch
et al., 1976).

Spreading-activation theory successfully explains many effects
of this graded structure on behavior. This theory posits that con-
cepts are nodes situated in a large network, where the links
between nodes represent shared properties of concepts. Because
typical category members share a greater number of features with
other category members, leading to stronger links in the network,
a typical category member is more likely to activate information
about the rest of the category (Collins & Loftus, 1975). This theory
accounts for ways in which category typicality shapes behavior across
countless domains, including (but not limited to) categorization
speed (Murphy & Brownell, 1985; Rips et al., 1973), production/
item dominance (Battig & Montague, 1969; Mervis et al., 1976),
and feature induction (Dunsmoor & Murphy, 2014; Osherson et
al., 1990; Rips, 1975). Of particular relevance to the current
experiments, this theory explains various influences of category
typicality in episodic memory. For instance, participants are more
likely to cluster their recall of typical category members relative to
atypical ones (Bousfield et al., 1958). On the other hand, when
category members of high and low typicality are withheld from an
encoded word list, the more typical category members are more
likely to be falsely remembered (Roediger & McDermott, 1995;
Smith et al., 2000).

Taken together, this work suggests that typical category mem-
bers are more strongly associated with their category relative to
atypical ones, and thus they may be more influenced by relevant
category knowledge in the context of episodic memory. What is
currently unknown is whether—in a situation where category
knowledge can facilitate learning—typicality shapes how memory

for new episodes is distorted. In the present experiments, the
spreading-activation theory leads to the prediction that when learn-
ing novel image-location associations, memory for typical cate-
gory members will be more influenced by the spatial locations of
other category members.

Typicality Effects in Memory Reconstruction

Episodic retrieval has been well characterized as an act of
reconstruction, supported by the integration of different sources of
information (Bartlett, 1932; Brewer & Nakamura, 1984; Schacter
et al., 1998). Indeed, it is well known that episodic memories can
be easily influenced by many sources of information, including
retroactive interference, gist-based false memory driven by inter-
ference with the surrounding context, and more (E. F. Loftus &
Palmer, 1974; Roediger & McDermott, 1995). The category ad-
justment model (Huttenlocher et al., 1991, 2000) formalizes this
notion by positing that integrating imperfect estimates of an en-
coded event with categorical information maximizes average ac-
curacy. This model leads to two predictions: First, if a new event
is consistent with category information, then integrating the two
sources of information will improve the “signal” of a memory,
resulting in more accurate retrieval. Such integration provides an
explanation for a large and diverse body of work showing that
prior knowledge facilitates new memory formation and retrieval
(Alba & Hasher, 1983; Bransford & Johnson, 1972; Brewer &
Treyens, 1981; Schulman, 1974).

Second, CAM predicts systematic errors if there are discrepan-
cies between a new memory and prior knowledge, and the direc-
tion and extent of these errors depend on the uncertainty of the
encoded representation and of the relevant category information.
Specifically, estimates of category members are often remembered
as more typical to their category than they actually are—known as
the central tendency bias or schema effect (Bartlett, 1932; Hol-
lingworth, 1910; Poulton, 1979). A wide range of studies provides
evidence for this model by quantifying the extent that an episodic
memory is distorted using a continuous measure of retrieval ac-
curacy. In these experiments, participants encode stimuli that vary
in similarity to a prototype, and memory for items that are least
similar to the category prototype is biased toward it. For example,
memory for color is biased toward canonical hues (Bae et al.,
2015; Persaud & Hemmer, 2016), and size estimates for fruits and
vegetables are biased by both their superordinate and subordinate
mean sizes (Hemmer & Steyvers, 2009). The prototypes that
influence memory retrieval in these experiments are either drawn
from prior knowledge, (Hemmer & Steyvers, 2009; Persaud &
Hemmer, 2016), or learned over the course of encoding (Allred et
al., 2016; Duffy et al., 2010).

Notably, in all of these tasks, items whose features are most
atypical, or whose features are farthest from their category proto-
type, are retrieved as closer to it, an effect that is interpreted as the
consequence of integrating over item-specific memory and cate-
gory knowledge. Yet, as described in the proceeding section, there
is compelling evidence that memory for typical category members
is more influenced by category information than atypical ones. In
the current experiments, we assign typical and atypical category
members to random spatial locations, which effectively uncouples
stimulus typicality (i.e., typical or atypical bird) from the encoded
and tested distance to the prototype (i.e., closer to or farther from
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to the location of most birds). This leads to a novel inquiry of how
memory for the spatial location of a category member is biased by
integrating information about its category typicality with informa-
tion about the spatial location of its category.

Typicality Modulates Encoding Strategies

When might the use of prior category information to aid learn-
ing new knowledge change what is remembered about each image-
location association? CAM posits that bias in memory arises at
retrieval, as part of the integration of noisy event-specific estimates
with category information. However, an alternative theory is that
the presence of category information during learning changes how
each event is encoded. For instance, categorization tasks are
thought to orient attention to the stimulus dimensions that best
differentiate the categories (Nosofsky, 1986). In the context of
encoding new events, the awareness that category information is
relevant for location may encourage relational encoding, which is
thought to prioritize memory for distinctive or exception items by
highlighting their dissimilarity with other encoded items (Hunt &
McDaniel, 1993). This theory offers an interpretation of many
findings of superior memory for items that are categorically iso-
lated from surrounding items (von Restorff, 1933; Wallace, 1965)
or that are inconsistent with or irrelevant to a salient task structure
(Love et al., 2004; Sakamoto & Love, 2004).

A relational encoding strategy may benefit memory for incon-
sistent items by giving rise to their deeper, more elaborative
processing (Craik & Tulving, 1975), as inconsistent items tend to
receive more study time (G. R. Loftus & Mackworth, 1978; Stern
et al., 1984), and changes to inconsistent stimuli are more likely to
be noticed than changes to consistent ones (Friedman, 1979; Good-
man, 1980; Heider, 1946; Schank & Abelson, 1977; Sentis &
Burnstein, 1979). Taken together, this work suggests that an en-
coding task that encourages relational processing will shift the
processing of atypical or distinctive items to be deeper, leading to
more detailed memory, relative to typical items (Dunlosky et al.,
2000; Hunt & Lamb, 2001).

In the context of the current experiments, the task of memoriz-
ing locations that largely map onto category membership may
draw attention to the category membership of each item, encour-
aging relational encoding based on category. This in turn could
promote deeper processing of atypical category members. On the
other hand, as typical category members share more features with
other members of their category, their processing may become
more efficient, coming at a cost to memory for specific details.
This reasoning gives rise to two predictions: First, we predict more
bias in memory for typical over atypical category members. Sec-
ond, in Experiment 3, we introduce a second test of memory for
the exact images participants encoded, predicting better memory
for this detail for atypical over typical category members.

Overview of Experiments

We aimed to quantify distortions in episodic memories due to
the integration of prior category knowledge and new spatial infor-
mation by examining how differences in category typicality bias
new episodic memories. In a series of behavioral experiments,
participants encoded and retrieved image-location associations on
a two-dimensional (2D) grid (Figure 1A). The locations associated

with the images were determined by semantic relatedness ratings,
such that most members of the same category (e.g., birds) were
located near each other, but some typical and atypical category
members were in random locations (Figure 1B–C). This configu-
ration allows participants to learn that images from a certain
category tend to be located in a certain area as they encode the
locations of specific images. This general knowledge could only be
learned and used if participants integrated learning of new image-
specific locations with their prior knowledge of animal and object
categories. We used a continuous retrieval measure to disentangle
biases driven by semantic knowledge from errors due to forgetting.
Error and bias could vary independently, such that memory for an
image could be biased toward or away from category neighbors at
the same level of accuracy. We used these measures to quantify the
influence of knowledge about a category’s general location when
retrieving the locations of each image.

We predicted that the use of this category knowledge would
give rise to two effects: (a) retrieval of images located near
members of the same category would be more accurate relative to
those in random locations; and (b) for images located in random
locations, retrieval of typical category members would be more
biased toward their category’s general location relative to atypical
ones. Such a bias would reflect stronger associations between
typical category members and their category neighbors. Finally,
although we expected that category typicality would specifically
influence bias in memory, we also explored potential differences in
their accuracy.

We tested these predictions across four behavioral experiments
(summarized in Table 1). In Experiment 1, we developed a novel,
data-driven procedure to determine category membership and typ-
icality for a set of animals and objects. In Experiment 2, we
designed a conceptual replication using a different procedure for
defining category typicality with validated and predetermined cat-
egories. As a preview, both experiments provided evidence in
favor of the two predictions outlined above. In Experiments 3 and
4, we examined possible explanations for the observed differences
in bias by category typicality. In Experiment 3, we asked whether
the utility of category knowledge during encoding differentially
influenced how typical and atypical category members processed,
by assessing memory for their perceptual details. In Experiment 4,
we developed a set of stimuli that could be organized by a
nonsemantic property (i.e., arbitrary image color) to examine
whether the observed biases in memory were driven by the visual
similarity of the images rather than their category membership.
Together these experiments show that, when learning new infor-
mation that can be scaffolded by prior knowledge, integrating prior
knowledge with new information can systematically enhance or
distort memory for specific events, likely through shifts in encod-
ing strategies.

Experiment 1

In Experiment 1, participants encoded image-location associa-
tions, where the location of each image was either spatially con-
sistent or spatially inconsistent with its category membership. This
experiment was designed to test two predictions: (a) retrieval of an
image’s location would be more accurate if its encoded location
was spatially consistent with its category membership, by being
located near other category members; and (b) for images whose
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Figure 1
Experiment 1 Design
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Note. (A) Experiment 1 procedure. Participants encoded each image-location three times by
dragging the image onto a red dot marking its location. After a 5-min break, participants
retrieved the location of each image. (B) Image locations in the experimental group. In the
control group, images were randomly assigned to the locations within each superordinate
category (right and left side of the screen) such that they were no longer clustered by
basic-level category. (C) Spatial consistency and category typicality for the “bird” category.
Black indicates spatially “consistent” and green/bold font indicates spatially “inconsistent”
images. All inconsistent images were either typical (italicized) or atypical (not italicized)
category members. Gray dot indicates the center of all spatially consistent images in a
category. (D) Example of retrieval measures for an image biased toward its category’s cluster
center. Solid red line indicates error. Solid blue line indicates unadjusted bias. Bias is
quantified as an image’s unadjusted bias as a proportion of error (solid blue line divided by
red line). See the online article for the color version of this figure.
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locations were not spatially consistent with their category mem-
bership, retrieval of a typical category member would be more
biased toward its category’s cluster center, relative to an atypical
one.

Method

Participants

Participants completed all experiments on Amazon Mechanical
Turk (AMT; see Supplemental Methods for eligibility require-
ments). Seventy participants were equally divided into the exper-
imental group (N � 35; 15 females; mean age � 38.9; SD � 10.9;
range 21–71 years) and the control group (N � 35; 16 females;
mean age � 37.1; SD � 10.8; range 20–61 years). The sample
size was chosen based on a power analysis estimating a medium
effect size for a within-subjects comparison (d � .5, � � .05,
power � 0.8, two-sided, paired). This effect size is slightly more
conservative than the median effect size across a variety of mem-
ory experiments (Morris & Fritz, 2013). Participants were paid $5
upon completion of the experiment. The University of Pennsylva-
nia IRB approved all consent procedures.

All participants who completed the experiment were included in
the analyses reported here. We did not exclude participants based
on performance, as performance-based exclusion criteria may have
differed across the presented experiments due to differences in
their difficulty or other task parameters, and we wished to keep
recruiting procedures consistent across them.

Materials

Stimuli consisted of 70 100 � 100 pixel color images of two
superordinate semantic categories (animals and objects) on white
backgrounds from the Bank of Standardized Stimuli (Brodeur et
al., 2010). Piloting was conducted to choose the images in each
condition to ensure that high levels of image recognition were
matched across the two superordinate categories.

Image-Location Associations

Participants learned and retrieved associations between images
and locations on a grid. The locations of images were determined
by the semantic similarity of the concepts, as assessed by separate
cohorts of participants who completed an odd-man out task (e.g.,
Connolly et al., 2007), a procedure where participants viewed three
images and chose the image that was least similar to the other two.
This procedure enabled us to produce a 2D array of image loca-
tions that closely resembled the relations among concepts in se-
mantic space, clustering according to their category membership.
This 2D mapping was the basis for the image locations in the
memory experiment, as the exact coordinates derived from multi-
dimensional scaling (MDS) of the semantic similarity data were
used as image locations (with the exception of spatially inconsis-
tent images; see next paragraph). The center of each category’s
cluster was derived by computing the mean x and y coordinates
over all images belonging to that cluster. See the Supplemental
Methods for more details about the odd-man-out procedure (Figure
S6).

To disrupt the relationship between category membership and
spatial location, we manipulated a subset of images such that
their spatial locations no longer corresponded to their coordi-

nates from the MDS procedure (Figure 1C). To do this, the 20%
most typical and 20% most atypical category members in a
category cluster were assigned a new, random location, with the
constraint that the location was closer to another cluster center
than to its original cluster center. The remaining 60% of images
were left in place, so that participants would be able to learn
that different categories were generally associated with a par-
ticular spatial location. Thus, in total, 42 images were associ-
ated with locations that were consistent with their semantic
similarity (“spatially consistent”), and 28 were displaced to a
random location (“spatially inconsistent”). Of the 28 spatially
inconsistent images, 14 were typical category members and 14
were atypical category members. Finally, the displays for ani-
mals and objects were arranged on the left and right sides of the
screen, randomized for each participant. Thus, locations for
most images were spatially consistent with semantic knowledge
(e.g., several birds were located in a cluster), but some images
were inconsistent (a few birds were located closer to other
clusters of animals than to the other birds; see Figure 1B for an
example display).

The above methods were applied to subjects in the experi-
mental group. In a separate control group, the images paired
with each location were shuffled separately for animals and
objects such that both groups viewed the same locations, but the
images did not cluster by category. In other words, the locations
that had originally been associated with spatially (in)consistent
or (a)typical category members were associated with random
images, rendering these conditions meaningless. This control
group is critical for two reasons. First, it provides a comparison
group to identify potential effects of prior category knowledge
on new episodic memories when the category knowledge is no
longer useful for learning new image-location associations.
Second, it ensures that any effects observed in the experimental
group are driven by differences in the spatial consistency and
typicality of images relative to their semantic category, rather
than idiosyncrasies in the stimulus display (e.g., spatial clus-
tering). For example, because images with inconsistent loca-
tions were located far from their category clusters, and because
the clusters were dispersed across the display, more area of the
grid is situated between an inconsistent location and its cluster
center than in the opposite direction (away from its cluster
center). This means that any response is more likely to be
located somewhere in between an encoded location and its
cluster center. It is for this reason that we included control
groups in every experiment—their performance can be used as
a baseline for the amount of bias that is induced by the con-
straints of the stimulus display.

Procedure Overview

The experiment comprised an encoding phase and a retrieval
phase, separated by a 5-min break when participants were free to
complete other tasks or Internet browsing (Figure 1A). Before
beginning encoding, participants were presented with a white
600 � 1,200 pixel rectangle with light gray gridlines spaced to
form 50 � 50 pixel grids. The size of the grid was derived from
browser measurements of past AMT participants collected from
pilot data to increase the likelihood that a participant could view
the entire screen without zooming out. Participants were instructed
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to adjust the size of their browser, without zooming, so they could
see the entire grid. The experiment would not advance until the
entire grid was visible.

Encoding

On each trial, participants viewed an image beneath the grid and
a red dot on the grid corresponding to that image’s location. They
were instructed to drag each image onto the dot, to click the mouse
button or press the “enter” key once the image was positioned over
the dot, and to try to remember each image’s location for a later
memory test. After this movement, the participant immediately
advanced to the next trial. Trials were self-paced, and participants
were unable to proceed to the next trial if they had not moved the
image directly over the red dot. To ensure sufficient memory for
the locations, all trials were presented three times, in separate
blocks. The order of trials was randomized for each participant,
separately for each block. The encoding instructions were followed
by two practice trials to familiarize participants with the task
before beginning encoding.

Retrieval

The timing and task were identical to those from the encoding
phase, but with no red dot marking the location of the image.
Participants were instructed to drag the image to its associated
location and to make their best guess if they had forgotten it. They
did not receive feedback during this task. The trial order was
randomized for each participant.

Statistical Analyses

We developed two measures to quantify memory accuracy
(error) and the influence of category knowledge (bias) for each
image (Figure 1D). Error was defined as the Euclidian distance
between an image’s encoded location and its retrieved location,
where greater values indicate worse memory, and perfect memory
would correspond to an error of 0. Bias was defined as the
proportion of total error in the direction of an image’s category
cluster. To compute this, we first found each image’s unadjusted
bias by subtracting the Euclidean difference between its encoded
location and its cluster center from the Euclidean difference be-
tween its retrieved location and cluster center. Then, we divided
this unadjusted bias by the amount of error for the image. Thus, a
bias score between 0 and 1 indicates that retrieval is biased toward
the image’s cluster center, and a score between 0 and �1 indicates
that retrieval was biased away from the cluster center. In other
words, error refers to the magnitude of error for each image, and
bias represents the direction of error, or the proportion of error that
is closer to or farther from its category center. These two measures
are statistically independent, such that two memories with the same
amount of error could differ in whether their retrieval was biased
toward or away from their respective cluster centers.

Both measures were averaged across trials, by spatial consis-
tency (consistent vs. inconsistent), and then by category typicality
(atypical vs. typical). Effects on average error and bias were
assessed with two-tailed paired t tests and repeated measures
ANOVAs. We report effect sizes for all significant effects, includ-
ing partial �2 for main effects or interactions of ANOVAs and
Cohen’s d for effect sizes of within-subject comparisons. The
equation used to calculate Cohen’s d accounted for the high

correlations across these within-subject conditions (Goulet-
Pelletier & Cousineau, 2018; Lakens, 2013):

d �
M2 � M1

�S1
2 � S2

2 � 2rS1S2

M1 and S1 are the mean and standard deviation of one condition,
M2 and S2 are the mean and standard deviation of the other
condition, and r is the correlation between the two. Bootstrapped
95% confidence intervals for these effect sizes were generated as
well. Considering the correlation between conditions results in
effect sizes that are more representative of the reported within-
subject statistical tests and are comparable across the four exper-
iments reported here, but it is important to note that such effect
sizes are inflated compared with effect sizes from between-
subjects designs and thus may be less generalizable to other
experiments in the literature (Lakens, 2013).

Software

Stimuli were presented using customized scripts written in
HTML and JavaScript. MturkR was used to interface with AMT to
post experiments, retrieve data, and pay participants (Leeper,
2017). All statistical analyses were conducted in R (R Core Team,
2018). lmerTest was used to provide statistics of main effects and
interactions for mixed-effects models (Kuznetsova et al., 2017),
emmeans was used to compute estimated marginal means to pro-
vide contrasts of their simple effects (Lenth, 2018), and bootES
was used to generate bootstrapped confidence intervals around
their estimated effect sizes (Kirby & Gerlanc, 2013). All data
figures were generated with ggplot2 (Wickham, 2016).

Results

Spatial Consistency

We first tested the prediction that location memory would be
more accurate for images that were near their category center
relative to images in random locations (Figure 2A). As a re-
minder, spatially inconsistent images comprise both typical and
atypical category members, while spatially consistent images
comprise category members of intermediate typicality. We
computed a 2 (group: experimental, control) � 2 (spatial con-
sistency: consistent, inconsistent) ANOVA which revealed a
main effect of spatial consistency, F(1, 68) � 26.96, p � .001,
�p

2 � .28, no main effect of group, F(1, 68) � 0.75, p � .39,
�p

2 � .28, and a significant interaction between group and
spatial consistency, F(1, 68) � 18.10, p � .001, �p

2 � .21. This
interaction reflected more error for spatially inconsistent im-
ages relative to consistent images in the experimental group,
t(34) � �7.31, p � .001, d � �1.24, but not in the control
group, t(34) � �0.61, p � .54, d � �0.10, where images did
not cluster by category (Figure 2B). Location memory was
more accurate for images that were located near their category
centers relative to those that were in random locations, suggest-
ing that over the course of the experiment, participants learned
that different categories were likely to be located in certain
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parts of the grid, and the use of this knowledge aided memory
for images whose locations matched this spatial organization.

Category Typicality

As a reminder, in cases where the location of an image was
not aligned with its category membership, we predicted that
retrieval of typical category members would be biased toward
their category center (Figure 2C). To test this prediction, we
conducted a 2 (group: experimental, control) � 2 (category
typicality: typical, atypical) ANOVA with bias of spatially
inconsistent images as the dependent variable. We found no
reliable main effect of typicality, F(1, 68) � 3.57, p � .06, �p

2 �
.05, or group, F(1, 68) � 2.06, p � .16, �p

2 � .13, but a reliable
interaction, F(1, 68) � 11.69, p � .001, �p

2 � .15 (Figure 2D).
This interaction reflected greater bias for typical category mem-
bers relative to atypical category members in the experimental

group, t(34) � 3.52, p � .001, d � 0.60, but not the control
group, t(34) � �1.16, p � .25, d � �0.20. As predicted,
relative to atypical category members, typical category mem-
bers were more biased, with a larger proportion of their error in
the direction of their category center.

We were concerned that these effects might have arisen simply
because typical images were placed more centrally in the grid,
which happens to be close to most category clusters, while atypical
images were placed at edges of the grid far from the clusters. To
test this possibility, we computed each image’s average bias to-
ward the two other clusters in the category. A 2 (group: experi-
mental, control) � 2 (category typicality: typical, atypical)
ANOVA found no main effects or interaction (all F � 0.07, all
p � .80). This suggests that participants’ retrieval of typical
category members was biased specifically toward the cluster cen-
ter corresponding to their category.

Figure 2
Experiment 1 Predictions and Results
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Furthermore, as landmarks often influence spatial memory (e.g.,
Huttenlocher et al., 1991), we also aimed to determine whether
proximity to the edge of the grid or to the boundary between
superordinate categories influenced bias or error. To do this, we
divided the grid into locations that were near to or far from
landmarks, where locations near landmarks were within 100 pixels
of the edge of the grid or the vertical line dividing the grid into
right and left sides. We did find that error and bias differed by
whether images were located near landmarks, but critically, these
effects did not interact with the observed effects of error by spatial
consistency and bias by category typicality. See the Supplemental
Results for Experiment 1 for more details.

After confirming that bias in memory differed according to an
image’s category typicality, we next explored whether category
typicality influenced memory accuracy (Figure S1). To do this, we
entered the average error of spatially inconsistent images into a 2
(group: experimental, control) � 2 (category typicality: typical,
atypical) ANOVA. This revealed no main effect of group, F(1,
68) � 0.02, p � .88, �p

2 � 0.004, or of typicality, F(1, 68) � 0.79,
p � .38, �p

2 � .01, but a reliable interaction, F(1, 68) � 4.44, p �
.04, �p

2 � .06. This interaction reflected greater error for typical
images relative to atypical images in the experimental group,
t(34) � 2.34, p � .03, d � .40, but not in the control group,
t(34) � �0.79, p � .43, d � �.13, suggesting that location
memory for atypical category members was more accurate relative
to location memory for typical category members. Taken together,
this suggests that category typicality influenced both the magni-
tude and direction of error in location memory for images whose
spatial locations did not correspond to their category membership.

Discussion

In Experiment 1, we found that participants’ retrieval was more
accurate for images that were spatially consistent with their cate-
gory membership, in line with prior observations that new mem-
ories are enhanced if they are consistent with prior knowledge. Our
findings are different from this past work, however, because new
memories were enhanced if they were consistent with newly
learned information about category locations. This demonstrated
that participants were able to learn that the locations of many
images aligned with their category membership and use this new
knowledge to aid retrieval of images whose locations were con-
sistent with this organization.

Furthermore, we observed biases in location memory that re-
flected the use of prior category knowledge when learning about
the locations of each category. First, regardless of category mem-
bership, images that were located randomly were retrieved closer
to their category’s cluster center relative to their encoded location.
Already, this suggests that participants’ reliance on their category
knowledge distorted memory for images whose locations did not
map on the spatial organization that mirrored their category mem-
bership. Critically, we also found variation in the extent to which
these memories were distorted. When sorting the spatially incon-
sistent images by category membership, typical category members
were more biased toward their category neighbors relative to
atypical ones. This finding provides novel evidence that variations
in the organization of semantic knowledge, like category member-
ship and typicality, can govern the extent of distortion in new
episodic memories.

Experiment 2

Category membership and typicality in Experiment 1 were
derived using a data-driven procedure, based on semantic judg-
ments provided by a separate cohort of participants. We developed
Experiment 2 as a conceptual replication with three goals. First, we
aimed to investigate whether we would observe the same effects
using conditions that were derived from a more validated proce-
dure for identifying typical and atypical category members. Sec-
ond, we aimed to rule out the possibility that memory was more
accurate for spatially consistent images because their spatial loca-
tions were more densely clustered, increasing the likelihood of
guessing the correct location. Replicating the effects observed in
Experiment 1 with these changes would confirm that these effects
generalize across different task parameters and an expanded set of
images.

Third, we added a confidence measure to understand how the
strength of memory for each image location may modulate its
influence by category knowledge. Past work considering memory
as a Bayesian reconstruction process has shown that less confident
memories are prone to more error and are more biased by category
information, suggesting that weaker memories for specific events
are more likely to draw on other sources of memory (Brady et al.,
2018; Persaud & Hemmer, 2016). We predicted that, if participants
drew on a combination of memory of specific locations and
knowledge of category locations, they would rely more on cate-
gory knowledge when memories for specific locations were weak.
This would result in (a) a larger difference in accuracy for spatially
inconsistent versus consistent images for low-confident memories;
and (b) more biased retrieval, where low-confident images would
be retrieved closer to their category center (Brady et al., 2018). As
we did not have strong predictions about whether confidence
would differentially relate to the observed typicality effects, we
conducted an exploratory analysis of their interaction.

Method

Participants

Seventy participants took part in Experiment 2, half in the
experimental group (N � 35; 14 females; mean age � 38.8; SD �
10.4; range � 22–70 years) and half in the control group (N � 35;
16 females; mean age � 38.3; SD � 11.8; range � 24–72 years).
Participants were recruited via AMT with the same eligibility
criteria as in Experiment 1. Participants were paid $10 upon
completion of the experiment. As the smallest effect size in Ex-
periment 1 (greater bias for typical over atypical category mem-
bers in the experimental group, d � 0.60) was larger than the
estimated effect size used to plan our sample size for Experiment
1, we chose to recruit the same number of participants for Exper-
iment 2 for consistency across the experiments.

Materials

Stimuli comprised 160 100 � 100 pixel color images on white
backgrounds (80 animals, 80 objects). These two superordinate
categories were each divided into four categories with 20 images
each: birds, insects, sea creatures, mammals, clothes, furniture,
kitchen, and office. The categories were selected from prior studies
of categorization norms (Deyne et al., 2008; Uyeda & Mandler,
1980). Category typicality was determined with a list ranking
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procedure completed by a separate group of participants. See
Supplemental Methods and Figure S7 for details of this procedure
and the resulting rankings.

To generate images’ locations, the memory grid was divided
into halves with animals on one side, and objects on the other. On
each side, all images were spaced uniformly apart, resulting in an
even distribution of images across the grid. Each side’s locations
were divided into four quadrants, and the four categories were
randomly assigned to different quadrants.

Like in Experiment 1, the spatial locations of a subset of images
were manipulated such that their locations no longer were consis-
tent with semantic knowledge (Figure 3A). To do this, the 15%
most typical and 15% most atypical category members were
swapped with the typical and atypical members of other categories
such that each quadrant had an equal number of typical and
atypical images from the other three categories. The remaining
70% of images were randomly assigned to locations within their
category’s quadrant. In total, 112 images were in locations that
were spatially consistent with their category membership (“con-
sistent”), and 48 were associated with a random location (“incon-
sistent”). Of the 48 inconsistent images, 24 were typical and 24
were atypical category members. The sides (animals on right or
left) and quadrants were randomized for each participant.

Procedure

The timing, task, instructions, and statistical analyses were
identical to those of Experiment 1, with the exception of an added
confidence measure. After each retrieval trial, participants chose
from four options to report the confidence in their location mem-
ory: very confident, somewhat confident, guessed, and forgot item.
Clicking on an option automatically advanced the participant to the
next trial.

Statistical Analyses

Analyses of error by spatial consistency and bias by category
typicality were computed identically as in Experiment 1. In addi-
tion, error and bias were analyzed as a function of confidence. The
options were not consistently used; as an example, some partici-
pants never chose “forgot item” (see Supplementary Tables 1 and
2 for the percentage of reported confidence responses divided by
spatial consistency and category typicality). Because there were
unequal amounts of data in each confidence bin, linear mixed-
effects models were used to investigate how confidence related to
error and bias. Participant intercepts and slope terms for each
included predictor variable were modeled as random effects. The
significance of a given contrast was obtained using Satterthwaite
approximate degrees of freedom, resulting in F or t statistics and
corresponding p values. Estimated marginal means (EMMs) were
computed to test simple effects. These were corrected for multiple
comparisons with a Bonferroni correction, depending on the num-
ber of tests conducted. Where this correction is applied, the raw p
values are reported alongside the corrected � and number of tests
conducted. Figures 3C and 3E, which visualize the results of
mixed-effects models, display averages across trials within partic-
ipants for each condition for easier interpretation. To visualize
effect sizes, we computed Cohen’s d for all pairwise contrasts of
participants’ average error and bias separately at each level of
confidence (Figure S4).

Results

Spatial Consistency

Like in Experiment 1, we first computed a 2 (group: experimen-
tal, control) � 2 (spatial consistency: consistent, inconsistent)
ANOVA to test whether spatial consistency with category knowl-
edge influenced the accuracy of location memory. This revealed a
main effect of consistency, F(1, 68) � 38.63, p � .001, �p

2 � .36,
and no main effect of group, F(1, 68) � 0.01, p � .91, �p

2 � .008.
There was a significant interaction between group and consistency,
F(1, 68) � 35.33, p � .001, �p

2 � .34, explained by greater error
for spatially inconsistent images relative to spatially consistent
images in the experimental group, t(34) � �7.35, p � .001,
d � �1.24, but not in the control group, t(34) � �0.24, p � .81,
d � �0.04 (Figure 3B). Replicating the observations in Experi-
ment 1, retrieval was more accurate for images located close to
their category center.

We next sought to investigate how error was modulated by
participants’ reported confidence. Focusing on the experimental
group, we entered consistency and confidence of each trial into a
mixed-effects model with error as the dependent measure. We
found a strong interaction between spatial consistency and confi-
dence, F(3, 1522.36) � 3.14, p � .02, in addition to significant
main effects of consistency, F(1, 49.27) � 38.77, p � .001, and
confidence, F(3, 46.90) � 83.18, p � .001 (Figure 3C). The main
effect of confidence reflected less error for more confident re-
sponses relative to less confident responses for all pairwise com-
parisons of confidence responses (all t � �3.5, all p � .002, � �
.008 with Bonferroni correction for six tests). Pairwise tests of
error by consistency for each confidence response revealed that the
difference in error by consistency was greater for less confident
memories (very confident: t(398.18) � �0.52, p � .60; somewhat
confident: t(100.17) � �6.13, p � .001; guessed: t(119.95) �
�5.58, p � .001; forgot item: t(663.30) � �3.70, p � .001; � �
.0125 with Bonferroni correction for four tests), confirming our
prediction of a greater use of category knowledge when retrieving
weaker memories relative to strong ones.

Category Typicality

As in Experiment 1, we examined how category typicality
modulated bias in memory, again predicting that retrieval of typ-
ical category members would be more biased toward their category
center than retrieval of atypical category members. We conducted
the same 2 (group: experimental, control) � 2 (category typicality:
typical, atypical) ANOVA of bias for spatially inconsistent im-
ages. This analysis revealed a significant interaction between
group and typicality, F(1, 68) � 4.20, p � .04, �p

2 � .06, in
addition to a main effect of group, F(1, 68) � 6.61, p � .01, �p

2 �
.28, and no main effect of typicality, F(1, 68) � 0.78, p � .38,
�p

2 � .01 (Figure 3D). As in Experiment 1, the interaction reflected
more bias for typical category members relative to atypical cate-
gory members in the experimental group, t(34) � 2.14, p � .04,
d � .36, but not the control group, t(34) � �0.80, p � .43,
d � �0.14.

We also investigated how confidence modulated bias with a
mixed-effects model of confidence and typicality as predictors,
focusing only on the experimental group (Figure 3E). This analysis
revealed a main effect of confidence, F(3, 48.69) � 10.04, p �
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.001. There was no reliable effect of typicality, F(1, 75.45) � 0.22,
p � .64, and no significant interaction between typicality and
confidence, F(3, 1033.28) � 2.09, p � .10. To understand the
main effect of confidence, we computed comparisons across con-
fidence responses, collapsed over typicality (� � .008, Bonferroni

correction for six tests). We found that “very confident” responses
were less biased toward their cluster center relative to “somewhat
confident”, t(23.29) � �3.87, p � .001, and relative to “guessed”,
t(28.46) � �3.0, p � .006. Interestingly, “forgot item” responses
were less biased relative to “guessed” responses, t(18.66) � 2.76,

Figure 3
Experiment 2
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Note. (A) Image locations. (B) Average error by spatial consistency, where greater values indicate less accurate location memory.
(C) Average error by spatial consistency and reported confidence in the experimental group. Statistics reflect the simple effects of
a mixed-effects model. (D) Average bias of spatially inconsistent images by typicality and group, where �0 indicates that trials
were retrieved closer to their category cluster than originally encoded and �0 indicates retrieval away. (E) Average bias by
typicality and reported confidence in the experimental group. Statistics reflect results of trial-level mixed-effects models (B–E).
Gray lines indicate participants. Gray dots signify participants with no responses in the other bin (e.g., a dot in Forgot Item for
consistent images indicates that the participant did not use “forgot item” for any inconsistent images). Error bars indicate standard
error of the mean (SEM) across participants. Scrambled conditions in the control group indicate retrieval of the images at locations
to which spatially (in)consistent and (a)typical images had been assigned in the experimental group; these locations were randomly
assigned images in the control group.
� p � .05. ��� p � .001. See the online article for the color version of this figure.
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p � .01, and relative to “somewhat confident” responses,
t(22.61) � 2.89, p � .009, but these comparisons do not survive
correction for multiple comparisons.

We next aimed to replicate the influence of category knowledge
on the accuracy of spatially inconsistent images observed in Ex-
periment 1. We conducted the same 2 (group: experimental, con-
trol) � 2 (category typicality: typical, atypical) ANOVA of aver-
age error for spatially inconsistent images (Figure S1). This
revealed no effect of group, F(1, 68) � 1.24, p � .27, �p

2 � .19,
and a reliable main effect of typicality, F(1, 68) � 9.65, p � .003,
�p

2 � 0.12. This was qualified by an interaction between typicality
and group, F(1, 68) � 5.77, p � .02, �p

2 � .08, such that there was
greater error for typical category members relative to atypical ones
in the experimental group, t(34) � 3.44, p � .002, d � .58, but not
in the control group, t(34) � 0.59, p � .56, d � .10. As in
Experiment 1, memory for the location of typical category mem-
bers was less accurate than that of atypical category members.

Discussion

In Experiment 2, we replicated and extended the findings of
Experiment 1. Across both experiments, participants were able to
learn that images of a certain category were likely to appear in the
same area of the grid, and this new learning affected their retrieval
of specific image locations. First, memory was more accurate if the
images spatially clustered near others from the same category. For
images that were randomly located far from their category cluster,
participants made systematic errors: memory for typical category
members was less accurate than for atypical ones, and a larger
proportion of their error was in the direction of their category’s
cluster center. These results were observed in both experiments
despite differences in the numbers and types of categories, method
of determining typicality, and mapping between category mem-
bership and spatial location. These observations provide strong
evidence for the theory that episodic retrieval is supported by the
integration of multiple sources of information: memory for spe-
cific image-location associations, prior knowledge of categories,
and newly learned mapping of categories to spatial locations. This
integration can either benefit or harm memory for individual
images, depending on whether these sources are in conflict.

The introduction of a confidence measure provided further
support for this theory. First, we found that for low-confident
responses, error was more likely to be modulated by spatial con-
sistency such that images located far from their cluster center were
remembered less accurately than those located near their cluster
center. However, as confidence in location memory increased,
there was a less of a difference in error by consistency. This
suggests that to retrieve stronger episodic memories, there is less
of a need to rely on other information, like knowledge of the
clustering of the images by category. However, it is also possible
that the reverse is true—participants may have reported lower
confidence because they knowingly based their retrieval of a
specific location based on its category’s general location. This may
be particularly likely because confidence reports were collected
directly after retrieval. The current experiment cannot adjudicate
between these two interpretations, but both are consistent with the
notion that retrieval of weaker memories is more affected by
knowledge of category locations.

When focusing on spatially inconsistent images, we found that
low-confident memories were more biased toward category neigh-
bors relative to high-confident memories, again consistent with the
notion that less strong episodic memories will be more distorted by
other sources of knowledge (Brady et al., 2018). The finding that
memory was less biased for images which were forgotten entirely
is puzzling; this effect should be interpreted with caution as this
option was used the least frequently (see Table S2) and conse-
quently is the most underpowered and most variable condition in
this analysis.

Experiment 3

Experiments 1 and 2 suggest that the way that prior knowledge
is organized can shape how new episodic memories are formed
and retrieved in the context of learning new information. In par-
ticular, we find that prior knowledge biases new memories differ-
ently based on their category typicality such that typical category
members are more prone to bias by the location of other category
members. Here, we probe whether this difference in bias by
typicality is a consequence of participants’ orientation toward
category membership during encoding. As highlighted in the In-
troduction, it is well known that different encoding strategies give
rise to different patterns of memory, where tasks that encourage
relational encoding result in prioritized memory for distinctive or
exception items by highlighting their dissimilarity with other en-
coded items (Bejjani & Egner, 2019; Goodman, 1980; Hunt &
McDaniel, 1993; Love et al., 2004; Sakamoto & Love, 2004).
Furthermore, a salient organizational structure can change which
features of an item are more deeply encoded. Evidence for this
idea can be found in experiments where participants learned that
certain facial attributes dictated a face’s spatial location. Location
memory was better for faces with these attributes, but memory for
other facial attributes was impaired, suggesting that the presence of
a guiding organization during encoding aided memory for features
that adhered to the organization at the cost of memory for idio-
syncratic features (Sweegers et al., 2015; Sweegers & Talamini,
2014). If typical category members in the present experiments are
thought of as more adherent to the organizational properties that
determine category membership, and thus are less deeply pro-
cessed, we predicted that memory for their idiosyncratic features
may be impaired relative to that of atypical category members,
thus providing an explanation for the increased bias in location
memory for typical category members observed in Experiments 1
and 2.

We tested this prediction by assessing whether memory for a
different feature of the stimuli was modulated by category typi-
cality. To do this, we adapted the procedure in Experiment 1 by
adding an exemplar memory test. During retrieval, participants
were tested for their exemplar memory by choosing between the
encoded image and a highly similar perceptual lure. They then
dragged the chosen image to its encoded location. We predicted
that exemplar memory for typical category members would be
worse than for atypical members in the experimental group, where
category membership was related to most images’ locations and
thus was a salient feature for participants to learn during encoding.
We expected this influence of category typicality on exemplar
memory to be stronger in the experimental group than in the
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control group, where participants encoded the same images but in
random locations.

Whether typicality would influence exemplar memory in the
control group was less clear. Relative to typical items, atypical or
distinctive items are more often recalled and more likely to be
successfully recognized across many stimulus classes and proto-
cols (e.g., von Restorff, 1933; Wallace, 1965). But such effects are
moderated by the typicality of surrounding list items, because
when embedded in word lists of moderately typical animals and
objects, typical category members are more likely to be recalled
over atypical ones (Greenberg & Bjorklund, 1981; Schmidt, 1996).
Moreover, these paradigms do not test recognition of the specific
exemplars encoded, and it is less clear how memory for such
perceptual details may be affected by category membership. Nev-
ertheless, regardless of what we observed in the control group, we
predicted a stronger modulation of exemplar memory by typicality
in the experimental group that would reflect a greater difference in
processing of the images due to their spatial organization.

We also conducted exploratory analyses to understand how
exemplar memory interacted with location memory. Like exemplar
memory, the location associated with each image can be thought of
as an idiosyncratic feature of memory for the animals and objects,
because the locations are newly learned and specific to the context
of the experiment. Importantly, for spatially inconsistent images,
this feature is in direct conflict with the organizational scheme
guiding most image locations. Already, our findings in Experi-
ments 1 and 2 are consistent with this notion when considering the
location of the spatially inconsistent images as an idiosyncratic
detail. Memory for the locations of typical category members was
less accurate and more biased than memory for locations of atyp-
ical category members, perhaps because their locations were less
deeply encoded. Thus, we predicted that poor exemplar memory
would be related to even stronger bias for typical category mem-
bers, as memory for both features may be correlated within each
image-location association.

Method

Participants

In Experiment 3, 230 participants were divided into the exper-
imental group (N � 115; 44 females; mean age � 35.3; SD � 8.4;
range � 22–63 years) and the control group (N � 115; 55 females;
mean age � 36.7; SD � 10.0; range � 19–67 years). Participants
were recruited via AMT with the same procedures as in Experi-
ments 1 and 2. To determine the sample size, we recruited 35
participants in the control group and used their performance on the
exemplar memory test to estimate the number of participants
needed to sufficiently power analyses of error and bias as a
function of exemplar memory accuracy (see Supplemental Meth-
ods for more details of this procedure). Participants were paid $5
upon completion of the experiment.

Materials

Experiment 3 was designed to be as similar as possible to
Experiment 1, while adding exemplar memory and confidence
measures during retrieval. Thus, encoded stimuli consisted of 70
color images on white backgrounds (35 animals, 35 common
objects) and these stimuli were shown during retrieval along with

35 animal lures and 35 object lures. The images were taken from
a variety of public data sets (Brodeur et al., 2010; Konkle &
Caramazza, 2013; Russo et al., 2018; Stark et al., 2013). The 70
animals and objects presented during encoding corresponded to
those in Experiment 1, but the images representing each animal
and object were replaced by images drawn from the data sets
published by Stark et al. (2013), which feature perceptually
matched pairs of images commonly used in behavioral studies
examining pattern separation (Kirwan et al., 2007). If an image
from Experiment 1 did not have a corresponding pair of images in
this database, a second image was found from a different database
or from the Internet and matched with the one used in Experiment
1. Analyses of same 35 control participants used to determine the
sample size demonstrated that exemplar memory for a given image
was not at ceiling or at floor.

Procedure

The timing, task, and instructions were identical to that of
Experiment 1, except for the retrieval task. On each retrieval trial,
a similar lure appeared next to the encoded image (right/left
presentation randomized). Participants were instructed to choose
the image they had encoded, drag it to its location, and confirm
their answer by clicking continue or pressing the space bar (Figure
4A). Then, participants completed two confidence measures. First,
they assessed confidence for the image they chose (very confident,
somewhat confident, completely guessed). Next, they assessed
confidence of their retrieved location (very confident, somewhat
confident, completely guessed). See the Supplemental Results for
analyses of exemplar memory, error (Figure S2B), and bias (Fig-
ure S3B) by confidence.

Statistical Analyses

Average exemplar memory accuracy by category typicality was
analyzed with planned two-tailed t tests as well as with a 2 (group:
experimental, control) � 2 (typicality: typical, atypical) ANOVA.
Analyses of error and bias as a function of exemplar memory were
performed using mixed-effects models, identical to how effects of
confidence were analyzed in Experiment 2. Figures 4C and 4D,
which visualize the results of mixed-effects models, display aver-
ages across trials within participants for each condition for easier
interpretation. See Supplementary Figure S4 for effect sizes of
average error and bias by exemplar memory.

Results

Exemplar Memory

We first tested the prediction that the image details of atypical
category members would be more deeply encoded than those of
typical category members. To do this, we compared exemplar
memory as a function of category typicality. As a reminder, we
predicted that a difference in exemplar memory by typicality
would be present in the experimental group, where category mem-
bership was related to most images’ locations and thus was a
salient feature for participants to learn and use. We quantified
exemplar memory as the proportion of trials in which participants
chose the correct image. Note that in this analysis, in contrast to all
other analyses conducted up to this point, typicality in the control
group refers to the true typicality of the category members, not of
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the images that were located in the positions assigned to typical
category members in the experimental group.

As we predicted, we found that atypical category members were
more accurately recognized than typical ones in the experimental
group, t(114) � 2.96, p � .004 d � .28, but not in the control
group, t(114) � 0.94, p � .35, d � 0.09 (Figure 4B). When
comparing across groups, the experimental group exhibited better
exemplar memory for atypical category members, t(228) � 3.10,
p � .002, d � 0.41, and to a lesser extent for typical ones, t(228) �
1.95, p � .05, d � 0.26. However, a 2 (group: experimental,
control) � 2 (typicality: typical, atypical) ANOVA did not reveal
a significant interaction between group and typicality, F(1, 228) �
1.95, p � .16, �p

2 � .008, so differences in exemplar memory by
typicality across the groups should be interpreted with caution.
This ANOVA also revealed a significant main effect of group, F(1,
228) � 8.07, p � .005, �p

2 � .12, and of typicality, F(1, 228) �

7.48, p � .007, �p
2 � .03. In summary, when images were pre-

sented in a context where category membership was relevant to the
location memory task, participants exhibited better memory for the
image details of atypical category members relative to typical
ones.

Spatial Consistency

Before considering how exemplar memory influenced location
memory accuracy, we first confirmed that retrieval of spatially
consistent images was more accurate than retrieval of images in
random locations, replicating our observations in Experiments 1
and 2 (see Supplemental Results). We next explored whether
exemplar memory and consistency interacted to influence accu-
racy, focusing on the experimental group. To do this, we computed
a mixed-effects model with error as the dependent variable and
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spatial consistency, exemplar memory accuracy, and their interac-
tion as independent variables (Figure 4C). Exemplar memory
reliably related to error, F(1, 123.6) � 20.57, p � .001. There was
no reliable interaction between exemplar memory and consistency,
F(1, 6178.8) � 3.55, p � .06. In post hoc comparisons (� � .0125
when Bonferroni-corrected for four tests), we found that for spa-
tially inconsistent images, error was reliably greater when exem-
plar memory was incorrect relative to when exemplar memory was
intact, t(430.92) � �4.32, p � .001, while for spatially consistent
images, this difference did not survive correction for multiple
comparisons t(234.77) � �2.35, p � .02. At the same time, there
was greater error for spatially inconsistent relative to consistent
images regardless of exemplar memory accuracy (exemplar mem-
ory correct: t(187.92) � �8.14, p � .001, exemplar memory
incorrect: t(955.07) � �7.10, p � .001). In sum, exemplar mem-
ory accuracy was related to location memory only for spatially
inconsistent images, with worse performance on the exemplar test
relating to less accuracy in location memory.

Category Typicality

After replicating the observation from Experiments 1 and 2 that
typical category members were retrieved closer to their category
center than atypical category members (see Supplemental Results),
we next tested whether exemplar memory and typicality interacted
to influence bias in location memory (Figure 4D). We predicted
that typical category members with poor exemplar memory would
be more biased than ones with intact exemplar memory. We also
conducted exploratory comparisons of bias by typicality separately
for correct and incorrect exemplar memory (� � .0125, four tests).
Contrary to our prediction, we found no reliable difference in bias
by exemplar memory accuracy, neither for typical category mem-
bers, t(306.43) � 0.38, p � .70, nor atypical category members
t(316.27) � �0.86, p � .39. When considering images that were
correctly remembered, retrieval was more biased for typical rela-
tive to atypical category members, t(192.84) � 4.52, p � .001. In
contrast, there was no reliable difference of typicality for images
with incorrect exemplar memory, t(830.02) � 1.64, p � .10.
However, we found no interaction between exemplar memory and
typicality, F(1, 3069.36) � 0.87, p � .35, so differences in bias by
category typicality should be interpreted with caution. Finally,
there was no reliable main effect of exemplar memory, F(1,
101.27) � 0.12, p � .73. In sum, when participants remembered
the details of the images, typical images were retrieved closer to
their category center relative to atypical images, but when partic-
ipants forgot the exemplar, this difference in bias by category
typicality was attenuated.

Discussion

In Experiment 3, we sought to understand whether differences in
depth of processing led to differences in how participants remem-
bered typical and atypical category members. We found that, when
category information was salient and useful during encoding, there
was better memory for the image details of atypical category
members over typical ones. This suggests that the idiosyncrasies of
typical category members are more poorly remembered than those
of atypical category members, consistent with the notion that
typical category members may be processed less deeply and more
efficiently than atypical ones. Critically, this difference in process-

ing occurred only in an encoding context where category informa-
tion was made more salient by the associated spatial configuration.
In the control group, where category information did not dictate
the locations of images, there was no difference in exemplar
memory for typical and atypical category members. While this
finding departs from prior work showing that prior category
knowledge gives rise to differences in memory for typical and
atypical items (e.g., Greenberg & Bjorklund, 1981; Hunt & Lamb,
2001; Whitney et al., 1983; Schmidt, 1996), it may be that memory
for perceptual details is less influenced by category typicality
without a task that draws attention to category membership. Note
that the lack of a group by exemplar memory interaction prevents
us from strongly interpreting these differences in exemplar mem-
ory across the experimental and control groups.

We also replicated the observation in Experiments 1 and 2 that
images located in random locations were less accurately remem-
bered relative to images located close to their category center.
Furthermore, this difference in memory accuracy was magnified
for images with incorrect exemplar memory, although the interac-
tion between spatial consistency and exemplar memory was not
statistically reliable. Nevertheless, this gives rise to an intriguing
possibility that for spatially inconsistent images, exemplar accu-
racy is a marker for the fidelity of each image-location association
in that incorrect exemplars accompanied less accurate location
memory. Alternatively, exemplar memory did not strongly mod-
ulate location memory for spatially consistent images, perhaps
because participants could rely on prior knowledge to guide re-
trieval regardless of the fidelity of their memory of the specific
image and its location.

Interestingly, exemplar memory also influenced how category
typicality influenced bias, with stronger bias toward category
neighbors for typical category members relative to atypical ones,
but only for images with intact exemplar memory. Bias was not
reliably affected by typicality for images with incorrect exemplar
memory. Notably, we chose our sample size based on a power
analysis that included estimates of exemplar memory accuracy,
expecting that there would be fewer trials with incorrect exemplar
memory and any comparisons of typicality by accuracy would be
less powered when limited to trials with incorrect exemplar mem-
ory. Thus, we are confident that this analysis was sufficiently
powered to identify differences by typicality for trials with incor-
rect exemplar memory. However, counter to our prediction, this
difference in bias was not driven by changes in memory for the
typical category members, as there was no indication of increased
bias for typical category members with incorrect exemplar mem-
ory over ones with intact exemplar memory. We speculate that
typical and atypical images with incorrect exemplar memory were
similarly poorly encoded, with less processing of their category
typicality, and thus retrieval of their locations was equally prone to
influence by category neighbors. For stronger memories, as indi-
cated by correct exemplar memory, retrieval of typical images was
more biased than that of atypical images, suggesting a difference
in processing that protects atypical category members from the
influence of category neighbors. Indeed, while not significant, the
retrieval of atypical category members was numerically less biased
when their exemplar was correctly remembered relative to when it
was forgotten.

Interestingly, how memory for details of the exemplars affects
bias seems different from how reported confidence relates to bias,
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although both measures can be thought of as markers of memory
strength. In this experiment as well as in Experiment 2, confidence
in location memory did not interact with category typicality to
influence bias (see Supplemental Results, Figure S3A–B). In con-
trast, images with intact exemplar memory exhibited a robust
difference in bias by typicality, while images whose specific
exemplar was forgotten did not. We discuss this potential discrep-
ancy in more depth in the General Discussion.

In summary, we find that encoding in the context of a particular
organizational structure alters memory for individual exemplars, in
particular for details that are orthogonal or in opposition to the
salient structure: memory for specific images and for random
locations. Together, these results provide a possible explanation
for why we observe differences in bias for location memory for
typical and atypical category members, and opens up new testable
questions about the relationship between the use of prior knowl-
edge and the depth or efficiency of new encoding.

Experiment 4

In the prior three experiments, we found that location mem-
ory was more biased for typical category members relative to
atypical ones. What characteristics of category typicality drive
this effect? One possibility is that images of typical category
members are more strongly influenced by other category mem-
bers because they are more strongly associated (Collins &
Loftus, 1975); for example, retrieval of typical words is more
clustered than retrieval of atypical words in a free-recall task
(Bousfield et al., 1958). Alternatively, typical category mem-
bers may look more similar to other category members, and this
increased visual similarity may make it easier to confuse the
locations of typical category members with other images that
happen to be near its cluster center. This explanation would not
require prior semantic knowledge, but rather would apply to any
stimuli that vary in visual similarity.

Experiment 4 aimed to adjudicate between these two possibili-
ties. We developed a set of stimuli whose organization mimicked
that of the categories employed in Experiments 1–3, but category
typicality was determined by arbitrary assignment of colors to
different manmade objects (Figure 5A). As an example, instead of
using a category (e.g., birds) that comprised different basic level
concepts (e.g., robins and eagles), in Experiment 4 a basic
level category (e.g., lamps) comprised multiple exemplars of the
concept (e.g., different styles of lamps), with an arbitrarily as-
signed color for the category (e.g., all lamps had a greenish hue).
The color of each exemplar image was sampled from a distribution
(e.g., each lamp could be more or less green). The exemplars
assigned colors from the ends of this distribution were labeled
“atypical” and the exemplars assigned colors from the center of
this distribution were labeled “typical.” Thus, “typical” exemplars
looked more similar to other category members relative to “atyp-
ical” exemplars because they were closer in color. Note that this
was the only sense in which the images were typical or atypical;
the assignment of a particular exemplar to a specific color was
randomly determined.

If typical images are retrieved closer to their similarly col-
ored neighbors relative to atypical images, that would provide
support for the notion that biases due to category typicality
observed in Experiments 1–3 are driven in part by the visual

similarity of features across different category members. It
would also provide support for the notion that biases in memory
can be driven by newly learned, arbitrary mappings, like colors
assigned to manmade objects, rather than stable semantic in-

Figure 5
Experiment 4
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Gray lines indicate participants. Error bars indicate SEM.
��� p � .001. See the online article for the color version of this figure.
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formation, like knowledge of animal taxonomy and object func-
tion.

Method

Participants

Seventy participants took part in Experiment 4, either in the exper-
imental group (N � 35; 17 females; mean age � 34.6; SD � 8.1;
range � 22–61 years) or the control group (N � 35; 12 females; mean
age � 34.2; SD � 9.6; range � 25–64 years). The sample size was
chosen for consistency with Experiments 1 and 2. Participants were
recruited via AMT with the same procedures as in Experiments 1–3.
Participants were paid $5 upon completion of the experiment.

Materials

Stimuli consisted of 70 100 � 100 pixel images on white
backgrounds (35 vehicles, 35 household objects; Brady et al.,
2018). To mimic the six categories in Experiments 1–3, the images
comprised exemplars of three vehicles (planes, trains, and cars)
and three household objects (chairs, lamps, and clocks).

To mimic variance in category typicality, we created variance
in how similar object exemplars were within each category by
changing their colors (Figure 5A). First, we assigned each
category a central color by choosing six equidistant points
around a 360° color space (i.e., each value separated by 60°).
We then generated six normal distributions (	 � 20°) around
these points. The width of these normal distributions ensured
that the range of colors assigned to each category covered a
largely unique color range. Next, we pseudorandomly sampled
from each of these distributions to assign each image to a
unique color that fell within its category’s color range. Images
with color values farthest from their category’s central color
were atypical category members, and images with colors closest
to their category’s central color were typical category members.
To ensure that the range of colors assigned to spatially (in)con-
sistent and (a)typical conditions was consistent across catego-
ries, the normal distribution for each category was divided into
five bins, where the breaks between bins captured cumulative prob-
abilities bounded by the following z-statistics: (inf, �1.405, �0.202,
0.202, 1.405, inf). Colors for atypical images were sampled from
the two bins that comprised the tails of the distribution, colors for
typical images were sampled from the bin comprising the center of
the distribution, and colors for all spatially consistent images were
evenly sampled from the two remaining bins. See Supplemental
Figure 8 for an example of the spatial locations and image colors
presented to a participant.

To ensure that any differences in category typicality were driven
by color and not by other perceptual features of the images, the
assignment of the six color ranges to the six categories and the
assignment of colors to images within each category were random-
ized separately for six counterbalancing groups (see Supplemental
Methods). In other words, the six groups viewed different combi-
nations of image-color associations and different image exemplars
associated with typical and atypical colors, minimizing the possi-
bility that any observed influences of color typicality would be
driven by idiosyncrasies of the other features of the images.

The number and locations of images in each category were
exactly matched to the memory displays derived for Experiment 1.

Specifically, locations that belonged to the bird category in Ex-
periment 1 were assigned a color category with the same number
of category members, and the locations of the (a)typical birds were
now assigned (a)typically colored images. Thus, in addition to
learning the locations of individual exemplars of an object, par-
ticipants could learn that the object corresponded to a range of
colors and a general location on the grid. Spatially “consistent”
images were located near images of the same object in the same
color range, and “inconsistent” images were in random locations.
Critically, analogously to Experiments 1 and 2, the colors of half
of the spatially inconsistent images were typical or sampled from
the center of that category’s color distribution, and the colors of the
other half of the images were atypical, or sampled from the tails of
the category’s color distribution.

Procedure

The timing, task, and instructions were identical to that of
Experiment 1, with the identical confidence measure from Exper-
iment 2.

Statistical Analyses

Analyses of error by spatial consistency and bias by category
typicality are identical to those of Experiments 1–3. See the
Supplemental Results for analyses of error (Figure S2C) and bias
(Figure S3C) by confidence.

Results

Spatial Consistency

We first examined whether the same differences in accuracy by
spatial consistency observed in Experiments 1–3 would extend to
stimuli organized by object type and color (Figure 5B). In line with
those experiments, we predicted that memory would be more
accurate for spatially consistent images relative to inconsistent
ones (e.g., green lamps that were located near each other vs. ones
that were in random locations). A 2 (group: experimental, con-
trol) � 2 (spatial consistency: consistent, inconsistent) ANOVA
revealed a significant main effect of consistency, F(1, 68) � 76.87,
p � .001, �p

2 � .53, and no reliable main effect of group, F(1,
68) � 3.68, p � .06, �p

2 � .40. Critically, the ANOVA also
revealed an interaction between group and consistency, F(1, 68) �
16.52, p � .001, �p

2 � 0.20. Like in Experiment 3, both the
experimental group, t(34) � �7.78, p � .001, d � �1.32, and
control group, t(34) � �4.16, p � .001, d � �0.70, exhibited
greater error for spatially inconsistent images relative to consistent
images, suggesting that the dense clustering of images in spatially
consistent locations may have aided retrieval in both groups, but
this difference in error by spatial consistency was greater for the
experimental group relative to the control group. This suggests that
the organization of images by object and color further aided
memory for images whose locations were consistent with that
spatial organization.

Color (“Category”) Typicality

As a reminder, our critical prediction was that retrieval of
typically colored images would be more biased toward the simi-
larly colored exemplars of the same object relative to atypically
colored images. This finding would be analogous to the biases due
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to category membership seen in the first three experiments. How-
ever, there was no reliable difference in bias for typical images
relative to atypical images in the experimental group, t(34) � 1.46,
p � .15, d � 0.25, or in control group, t(34) � 0.76, p � .45, d �
.13 (Figure 5C). Furthermore, a 2 (group: experimental, control) �
2 (typicality: typical color, atypical color) ANOVA did not reveal
a main effect of typicality, F(1, 68) � 2.38, p � .13, �p

2 � .03, or
a significant typicality by group interaction, F(1, 68) � 0.17, p �
.68, �p

2 � .002. Interestingly, this analysis revealed a main effect
of group, F(1, 68) � 18.75, p � .001, �p

2 � 0.51, with more bias
regardless of category typicality in the experimental group relative
to the control group, t(68) � 4.33, p � .001, d � 1.04. Taken
together with the error analyses, this suggests that when images
were organized by color and object type, the retrieval of spatially
inconsistent images was biased toward the center of their object
clusters, even though their accuracy did not differ from subjects
whose images were not organized by object type and color.

As typically colored and atypically colored images did not differ
in the proportion of error that was biased toward their category
cluster, it may seem like the color manipulation simply was not
effective, and that participants did not meaningfully encode the
colors of each image or use color information during retrieval.
However, we uncovered one piece of evidence that this manipu-
lation may have had a limited effect. When considering an image’s
unadjusted bias (Figure 1D), we found that typically colored
images were retrieved closer to their category center relative to
atypically colored images in the experimental group, t(34) � 2.05,
p � .048, d � .35, and not in the control group, t(34) � �0.30,
p � .76, d � �.05. However, there was no reliable interaction
between group and typicality, F(1, 68) � 1.91, p � .17, �p

2 � 0.03.
While not robust, this provides some evidence that participants
attended to the colors of each image during encoding and used this
information to a limited degree during retrieval.

Finally, for comparison to Experiments 1–3, we also exam-
ined location memory accuracy among the spatially inconsistent
images to understand how the typicality of an image’s color,
relative to the mean color of its object category, influenced
location memory (Figure S1). As a reminder, retrieval of typical
category members was less accurate than retrieval of atypical
category members in the prior experiments. We asked whether
there were analogous differences in error by the typicality of the
colors assigned to each image. A 2 (group: experimental, con-
trol) � 2 (typicality: typical color, atypical color) ANOVA re-
vealed no reliable main effects or interaction between typicality
and group, all F � 0.49, all p � .48. The lack of an effect suggests
that memory accuracy was not influenced by the typicality of an
image’s color.

Discussion

The aim of Experiment 4 was to understand whether the biases
in memory by category typicality observed in Experiments 1–3
could be driven by visual similarity of the images. Over the course
of encoding specific image-location associations, participants also
learned that exemplars of a certain type of object, like lamps,
tended to be located in certain areas of the screen and associated
with a certain color. This organization influenced the retrieval of
specific images, such that images in random locations were re-
trieved less accurately. Note that differences in accuracy here

could be driven either by images clustering by object type, by
color, or by a combination of the two.

The critical comparison was of bias in retrieval based on
whether the arbitrary colors of encoded objects were more or less
similar to the mean color of each object set. This continuous
variation in color within an object set mirrors the graded manner in
which category members vary in their similarity to a central
tendency or prototype of each category. Analogously to the typical
and atypical category members in spatially inconsistent locations
in Experiments 1–3, images whose colors were closest or farthest
from the mean color of that object were randomly located. We
found weak evidence that typically colored images were retrieved
closer to their category clusters, but only when employing a
different bias measure that did not account for error. When em-
ploying the identical measures used in Experiments 1–3, color
typicality did not influence accuracy or bias by their category
clusters. This suggests that visual similarity alone cannot explain
the bias effects observed in Experiments 1–3. Rather, bias in
retrieval in Experiments 1–3 may be driven primarily by the
strength of associations between category members, but also in
small part by their visual similarity.

One reason why visual similarity did not robustly influence
memory may be that the task was more difficult than in Experi-
ments 1–3, because participants needed to encode the locations of
many exemplars of the same object sets, rather locations of unique
animals and objects. Differences in difficulty could also explain
the strong main effect of group on bias in this experiment, where
the experimental group exhibited more bias relative to the control
group regardless of category typicality. However, accuracy in
Experiment 4 was not reliably worse than in Experiment 1 when
averaging across all conditions (see Comparisons Across Experi-
ments section), which suggests that Experiment 4 was not mean-
ingfully more difficult. Another possibility is that the feature that
gave structure to each category was based purely on color, which
was newly learned and arbitrarily assigned. In contrast, images in
Experiments 1–3 were organized by multiple features of animals
and objects that likely were learned long before participants began
the experiment. Moreover, features that give rise to visual simi-
larity may also be correlated with other dimensions of similarity.
For example, a cardinal and a blue jay look similar because they
both have wings, a perceptual feature that also serves the same
function. Thus, differences in images’ typicality by color may have
been less well encoded and thus did not bias retrieval as strongly
as in the prior experiments.

Comparisons Across Experiments

The four experiments varied in the number of images and
categories and the manner in which their locations were organized
(see Table 1). In the following section, we provide a direct com-
parison of results across the four experiments.

Error by Spatial Consistency

First, we investigated whether average error differed across the
four experiments as a function of spatial consistency. We imple-
mented a mixed-effects model with spatial consistency (consistent,
inconsistent), group (experimental, control), experiment (Experi-
ments 1–4), and their interactions as discrete independent vari-
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ables and average error as the dependent variable. This model
revealed no main effect of experiment, F(3, 440) � 1.24, p � .29;
no main effect of group, F(1, 440) � 1.72, p � .19; and no group
by experiment interaction, F(3, 440) � 0.72, p � .54. This sug-
gests that the average memory accuracy across all images was not
reliably different across the four experiments or across the exper-
imental and control groups, despite many differences across the
experimental procedures.

This same model was used to investigate whether the relation-
ship between accuracy and spatial consistency differed across the
four experiments. Along with a main effect of consistency, F(3,
440) � 197.85, p � .001, the model revealed a strong interaction
between consistency and group, F(1, 440) � 82.36, p � .001,
reflecting the greater difference in error by spatial consistency for
the experimental group relative to the control group that was
observed in all four experiments. Critically, there was no three-
way interaction, F(3, 440) � 1.14, p � .33, suggesting that the
extent to which memory accuracy was more influenced by spatial
consistency in the experimental groups over the control groups
was not meaningfully different across the four experiments. There
was also an interaction between consistency and experiment, F(3,
440) � 6.38, p � .001, which reflected a larger difference in error
by consistency in Experiment 4 relative to Experiments 1–3, when
collapsing across experimental and control groups. This is because
error in the control group was also modulated by spatial consis-
tency, but to a lesser extent than in the experimental group. As a
reminder, in Experiments 1–3, participants learned that most mem-
bers of a category tended to be clustered in the same general
location, while in Experiment 4, most exemplars of the same
object within the same color range were clustered. As participants
in Experiment 4 needed to discriminate and encode many exem-
plars of an object, it may be that participants’ overall memory in
this experiment was driven less by object and color information
and more by the uneven density of spatial locations present in both
the experimental and control groups. See Figure 6A for a compar-
ison of standardized effect sizes for each group and experiment.

Bias By Typicality

We next asked whether there were differences in bias by cate-
gory typicality across the four experiments. To do this, we com-

puted a mixed-effects model with category typicality (typical,
atypical), group (experimental, control), experiment (Experiments
1–4), and their interactions as discrete fixed effects and average
bias as the dependent variable. This analysis revealed main effects
of typicality, F(1, 440) � 11.73, p � .001, and group, F(1, 440) �
19.75, p � .001, which were qualified by the expected interaction
between typicality and group, F(1, 440) � 15.83, p � .001. This
interaction reflects greater bias for typical category members
over atypical ones across all experimental groups. Critically,
there was no three-way interaction, F(3, 440) � 1.38, p � .25.
This suggests that despite the numerous differences across the four
experiments, the extent to which category typicality differentially
biased memory in the experimental groups over the control groups
did not meaningfully differ. There was also a significant main
effect of experiment, F(3, 440) � 7.26, p � .001, qualified by a
group by experiment interaction, F(3, 440) � 5.06, p � .002. This
interaction reflected the finding that when collapsing across typi-
cality, experimental groups exhibited more bias than did control
groups only in Experiments 2 and 4. See Figure 6B for a compar-
ison of effect sizes of bias by typicality for both the experimental
and control groups in each experiment.

General Discussion

Across four experiments, we aimed to understand how category
typicality governs distortions in new episodic memories when
prior knowledge about categories is used to scaffold new learning.
To do this, we developed a novel location memory task, where
participants encoded associations between images and locations.
Critically, most images were spatially clustered by their category
membership, such that participants could learn associations be-
tween an image’s category and its spatial location, but some
images were in random locations. We predicted that retrieval of
episodic memories would be supported by a mixture of recalled
details of the original event as well as the new knowledge of the
general location of each category, which could only be used if
participants recruited their semantic knowledge of animal and
object categories as they encoded specific image-location associ-
ations. Indeed, we found that this new information influenced both
the accuracy and distortion of new memories. First, memory was
more accurate for images located near others from the same

Table 1
Similarities and Differences Across the Four Experiments

Design Experiment 1 Experiment 2 Experiment 3 Experiment 4

Images 70 animals and objects 160 animals and objects 70 animals and objects with
similar lures

70 exemplars of 6 objects

Categories 3 animal and 3 object
categories, derived from
odd-man-out

4 animal and 4 object
categories, predetermined

Same as Experiment 1 3 vehicles and 3 household
objects, arbitrary colors

Typicality Derived from odd-man-out Derived from list ranking task Same as Experiment 1 Distance between image color
and the center color of its
object set

Locations Derived from odd-man-out Clustered by categories,
locations evenly distributed

Same as Experiment 1 Same as Experiment 1

Retrieval Drag image to encoded
location

Same as Experiment 1 Choose encoded image, drag
to location

Same as Experiment 1

Confidence None Rate confidence of location Rate confidence of image Rate confidence of location
Rate confidence of location

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.

18 TOMPARY AND THOMPSON-SCHILL



category. Second, for images that were in random locations, par-
ticipants made systematic errors: Typical category members were
retrieved as closer to neighbors of the same category than atypical
category members. These results replicated across multiple exper-
iments despite differences in the number and type of categories
presented, method of determining typicality, specific images used,
and mapping between category membership and spatial location.
Below, we discuss these findings through the lens of the category
adjustment model (CAM), position our observations in research on
category influences on encoding and retrieval, and consider some
limitations of the current design and opportunities for future work.

Evidence For and Beyond the Category Adjustment
Model

We first focus on the finding that memory for spatially consis-
tent images was more accurate than memory for images in random
locations, and that this difference was further modulated by re-
ported confidence. These findings provide strong evidence for the
theory that episodic retrieval is a reconstructive process (Bartlett,
1932; Schacter et al., 1998). Formalized as the CAM, this frame-
work posits that if a newly experienced event is consistent with
prior knowledge, combining the details of that event with prior
knowledge is thought to enhance its retrieval by reducing noise
(Huttenlocher et al., 2000). In our experiments, an image located
near category neighbors could be retrieved by combining memory
for its location with new knowledge of the locations of images
from the same category, resulting in more accurate retrieval of
these images’ associated locations. Our findings extend beyond a
large and diverse body of work showing that prior knowledge

facilitates new memories (Bransford & Johnson, 1972; Posner &
Keele, 1968; Schulman, 1974) by demonstrating that memory
accuracy can also be influenced by newly acquired knowledge
(e.g., a category’s spatial location). The memory reconstruction
framework also considers the relative strengths of prior knowledge
and memory for specific events, such that retrieval of an event will
rely more on prior knowledge with greater uncertainty of the event
memory (Brady et al., 2018). In Experiments 2 and 3, we found an
interaction between confidence and spatial consistency, such that
the effect of new knowledge on accuracy was weaker for images
whose locations were confidently remembered. Furthermore, con-
fident memories were less biased toward category members. Both
observations provide support for CAM.

However, our findings related to category typicality diverge
from CAM’s predictions. In these cases, integration of event-
specific and category information would result in a distorted
memory that is somewhere between the veridical event and what
would have been expected from prior knowledge. Notably, the vast
majority of demonstrations of such biases find that there is greater
bias for atypical items over typical ones (Hemmer & Steyvers,
2009; Huttenlocher et al., 1991; Persaud & Hemmer, 2016). In our
experiments, we found a seemingly opposite effect—memory for
the locations of typical category members was more biased toward
the general location of its category. This finding is more in line
with what would be predicted by spreading activation theory, in
that typical category members are more biased toward the loca-
tions of other category members because of their stronger associ-
ations with their category. However, we argue that our findings are
not discrepant with CAM but instead add nuance to the model by

Figure 6
Effect Sizes Across Experiments

Standardized Difference in Mean Error
Spatially Inconsistent − Consistent

Standardized Difference in Mean Bias
Typical − Atypical Category Member

Experimental Control

Experiment 1

Experiment 2
Conceptual replication

with confidence ratings

Experiment 3
Exemplar

memory test

Experiment 4
Images organized

by color

−0.5 0 0.5 1.00 1.0 2.0

A B

Note. (A) Standardized difference in mean error for spatially consistent images versus spatially inconsistent
images. (B) Standardized difference in mean bias for typical versus atypical images. Points represent mean effect
size and lines represent bootstrapped 95% confidence intervals. Zero on the x-axis reflects no difference in error
by consistency or bias by typicality. See the online article for the color version of this figure.

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.

19SEMANTIC INFLUENCES ON EPISODIC MEMORY DISTORTIONS



exposing a limitation of how it is often tested. In most empirical
experiments providing evidence for CAM, the category informa-
tion that influences individual estimations is organized along the
same dimension along which memory is tested. In other words, an
item’s tested distance from its category center is perfectly corre-
lated with its similarity to the category prototype. As an example,
when participants encoded line segments of various lengths, esti-
mates of the length of each segment were biased toward the mean
length of segments already viewed. Thus, the length of an atypi-
cally long segment is both furthest from its prototype and least
similar to it (e.g., Allred et al., 2016; Duffy et al., 2010). While this
is a valid assumption when considering unidimensional stimuli or
stimuli with correlated dimensions (Crawford et al., 2006; Dubova
& Goldstone, 2020; Huttenlocher & Hedges, 1994), it does not
consider memories that vary along conflicting dimensions, like a
typical category member (short distance to prototype) encoded far
from its category’s newly learned spatial location. In the current
experiments, both typical and atypical category members were
located in random locations, far from the center of their category’s
location. Thus, the similarity to a category prototype was uncou-
pled from its physical distance. Moreover, unlike past experiments,
the new category-location mapping that biased memory was not
intrinsically related to the images (e.g., nothing about the concept
of a “spatula” implies that it should be located on the top right
corner of a grid). However, by associating these locations with the
category of the images, participants learned to treat location as a
new “feature” of the image associated with its category member-
ship. Thus, prior knowledge can help to organize the acquisition of
new information, but this new information gives rise to larger
biases for typical category members.

Shaping Typical and Atypical Memories in the
Context of New Knowledge

One important avenue for future work is to understand when this
reconstruction process supports memory. CAM posits that bias
emerges during retrieval, when integrating the noisy, but unbiased,
details of the experience with other prior knowledge (Hemmer &
Persaud, 2014; Huttenlocher et al., 2000). At the same time,
however, there is also evidence that prior knowledge shapes en-
coding, as it can enhance reading comprehension and various
perceptual tasks (Bransford & Johnson, 1972; Posner et al., 1967;
Ratcliff & McKoon, 1995). Furthermore, drawing attention to
category information can magnify differences in dimensions that
explain category membership (Goldstone, 1994, 1995; Levin &
Beale, 2000; Livingston et al., 1998). As such effects are evident
even during perception, they likely do not rely on retrieval com-
putations. Similarly, neuroscientific evidence suggests a role for
prior knowledge both when encoding (Bein et al., 2014; Tse et al.,
2011; van Kesteren, Fernández, et al., 2010), and retrieving (van
Kesteren, Rijpkema, et al., 2010) new memories. Taken together,
this suggests that prior knowledge likely shapes new memories
both at encoding and retrieval.

In Experiment 3, we tested one way that memory may be
influenced by integrating prior category knowledge with new
information, which is through a change in the depth of encoding
for typical and atypical category members (Craik & Lockhart,
1972; Craik & Tulving, 1975). In the current experiments, recog-
nizing the utility of category information when encoding locations

may have encouraged a more relational encoding strategy, which
is thought to bring attention to atypical or distinctive items (Dun-
losky et al., 2000; Hunt & Lamb, 2001). For example, when
studied as part of a salient schema or category structure, inconsis-
tent items tend to receive more study time (G. R. Loftus &
Mackworth, 1978; Stern et al., 1984), changes to inconsistent
stimuli are more likely to be noticed (Friedman, 1979; Goodman,
1980; Heider, 1946; Schank & Abelson, 1977; Sentis & Burnstein,
1979), and inconsistent items are more often remembered (e.g.,
Bower et al., 1979; Sakamoto & Love, 2004). On the other hand,
the presence of category information may result in more efficient
encoding of items that are not distinctive in the context of the
salient organizational scheme, but this may impair in-depth pro-
cessing of their idiosyncratic details (Sweegers et al., 2015;
Sweegers & Talamini, 2014). To test this prediction, we added an
exemplar memory test to assess the depth of encoding of typical
and atypical category members. Performance on this test depended
on the encoding context: When category information predicted the
locations of most images, memory for atypical category members
was greater than memory for typical ones, but when category
information was not relevant during encoding (in the control
group), there was no difference in exemplar memory by typicality.
Furthermore, we found that error in location memory for typical
category members was higher in Experiments 1–3 (Figure S1).
Better memory for both the locations and specific exemplars of
atypical images suggests that category typicality influences the
depth of their encoding, where typical category members are
processed in a way that discounts their idiosyncratic features,
while the distinctiveness of atypical items relative to other cate-
gory neighbors draws processing to their specific details.

Finally, a novel feature of our design was our ability to test
whether separate elements of the same event can dictate bias by
new learning. In our experiments, each trial was composed of
multiple “episodic” elements, including the visual features of an
image and its spatial location, and “semantic” elements, including
the image’s category membership and typicality. Because we were
able to track memory for the episodic elements, we found that
memory for an image’s exemplar seemed to be unrelated to mem-
ory for its location. We reported that, in Experiments 2 and 3, less
confident responses were more biased toward category centers,
and typical category members were more biased than atypical
ones, but confidence in location memory did not interact with
category typicality (Figure S3A–B). In contrast, typicality inter-
acted with exemplar memory in that images with intact exemplar
memory exhibited a robust difference in bias by typicality, while
images whose specific exemplar was forgotten did not. At first
glance, these results seem discrepant, as exemplar memory and
location confidence both seem to index the strength of memory for
specific events, suggesting that both low-confident responses and
incorrect exemplar memory should give rise to more bias due to a
stronger influence of new knowledge of the category locations.
However, our results suggest that memory for different elements of
an event may differ in their susceptibility to this bias. Memory for
the specific exemplar may actually be a better index of the seman-
tic element of each memory, where weaker memory disrupts the
biasing effect of other category members, while location confi-
dence corresponds to an episodic element, which is more prone to
distortion by category members if it is weak. Analogously to prior
work showing that episodic memory can be affected by multiple
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sources of prior knowledge (Hemmer & Steyvers, 2009), it may be
that memory of an event is composed of multiple, separable
sources of event-specific information that differently interact with
newly acquired information.

Reconciliations With the Category Adjustment Model

The basic framework from which CAM is derived posits that
biases in retrieval are explained by the Bayesian integration of
category knowledge with fine-grained details of a specific event.
In this section, we discuss how this model could be extended and
reconfigured to account for our findings.

One approach would involve keeping the estimate of category
locations consistent across all trials and adjusting the uncertainty
of estimates for specific locations, with less uncertainty for atyp-
ical category members. This approach is inspired by the findings of
Experiment 3, showing better exemplar memory for atypical cat-
egory members over typical ones. If deeper encoding of atypical
category members leads to less uncertainty in the estimates their
locations, this would result in more biases for typical category
members, consistent with our observations.

An alternative way that CAM could be modified is by adjusting
the uncertainty corresponding to participants’ estimates of the
newly learned category locations. To account for typicality effects,
this estimate could be assigned greater uncertainty (wider distri-
bution) when retrieving the locations of atypical items and less
uncertainty (narrower distribution) when estimating the locations
of typical ones. This scaling would represent the different extent to
which participants would expect a typical versus atypical category
member to be located near other category members. Thus, inte-
grating this estimate with the estimate of the locations of each
image would result in more bias for typical category members over
atypical ones. Developing characterizations of participants’ knowl-
edge of the category locations, perhaps by asking them to place
novel typical and atypical category members onto the grid, could
be useful for testing this model.

Limitations and Avenues for Future Work

Our priority was to establish whether any aspect of semantic
memory that could be mapped to new knowledge would influence
distortions in episodic memory. To achieve this aim, we prioritized
developing a distinction between category members that was ro-
bust across participants, choosing to leverage typicality within
categories for the reasons described in the Introduction. However,
typicality is one of many ways that category membership is orga-
nized and measured. The graded structure of categories is also well
characterized by the frequency that its members are encountered in
the environment; their central tendency, or similarity to other
category members (or, inversely, their distinctiveness from all
other category members); their accessibility, or output dominance,
characterized as the frequency with which an item is produced as
an example of a category. These characteristics are often highly
correlated, such that typical category members are more easily
accessible (Schmidt, 1996). Indeed, past observations of clustering
in free recall are well explained by category typicality, but more
variance is explained by accessibility (Smith et al., 2000). At the
same time, increased false alarms for typical items in studied word
lists (Roediger & McDermott, 1995; Smith et al., 2000) could

occur because typical category members more easily come to mind
when cued by a category, as reflected by their greater output
dominance, or production frequency (Barsalou, 1985; DeSoto &
Roediger, 2014; Keller & Kellas, 1978). Because we did not
control for familiarity or accessibility when choosing our stimuli,
it is possible that these dimensions of semantic knowledge could
be used to obtain similar biases in episodic memory. Either way,
our results demonstrate that the internal structure of a category can
explain the extent of distortions in new episodic memories. One
promising future avenue of research may to understand potential
commonalities and distinctions in how semantic knowledge dis-
torts new memories along these multiple dimensions.

We also asked whether perceptual confusability could explain
our observed results. Because typical category members by defi-
nition share more features with others (Rosch & Mervis, 1975),
they may be more confusable if the shared features are visual, such
that locations of typical category members may have been more
likely to be swapped for the location of a category neighbor that
happened to be near its cluster center. This explanation could be
applied to any set of stimuli that vary in visual similarity. We offer
two explanations why this may not account for our effects. First,
bias driven by visual confusability leads to the prediction that bias
would be greater for animals over objects, as visual similarity is
less of an organizing dimension for manmade artifacts. However,
we find no systematic differences in bias by category typicality in
animal or object categories (see Supplemental Results for more
details). Second, we designed Experiment 4 to quantify bias solely
as a function of visual similarity. To do this, we assigned exem-
plars of different manmade objects with colors that determined
their typicality. We found that, relative to atypically colored im-
ages, typically colored images were retrieved closer to their re-
spective cluster, but only when using a measure of unadjusted bias,
unlike what was used in Experiments 1–3. It is worth noting that
effects observed in Experiment 4 may be weaker because the
object-color associations were new and arbitrary, and thus may be
more difficult to retain relative to the well-known features that
determined typicality in Experiments 1–3. Regardless, this result
suggests that the observed differences in bias by category typical-
ity is driven in some small part by differences in visual similarity,
but visual similarity is likely one of many features that differen-
tiates typical and atypical category members and gives rise to
differences in their bias.

An important feature of our design is that retrieval could be
quantified as a continuous variable, allowing us to quantify both
the direction and magnitude of error for each trial. However, this
measurement is unable to disentangle the types of error in memory
that underpin the observed differences in bias by category typical-
ity; for instance, bias in memory may be characterized as either a
relatively small distortion, where error is minimal but systemati-
cally influenced by category knowledge, or as a swap error, where
bias toward an image’s category center is due to conflating mem-
ory for its location with the location of another image near the
cluster center. It seems likely that location memory for typical
category members would be more likely to be swapped in such a
manner, thus explaining the increased bias toward the category
center, but because the locations of the images necessarily were
densely distributed, it is not possible to tease apart whether swap
errors occurred (cf. Lew et al., 2016). Although we did not orig-
inally design the reported experiments to adjudicate between these
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possibilities, we attempted to characterize participants’ retrieval in
a manner that captured both types of error by binning each re-
trieved location as a function of the relative distance between its
encoded location and cluster center (Figure S5). We found that
across all experiments in which stimuli were organized by cate-
gory, retrieval was closer to their encoded locations than to their
respective cluster centers. Although typical category members
were overall more likely to be retrieved closer to their category
center relative to atypical ones, they were still most likely to be
retrieved closer to their actual encoded locations. While this ex-
ploratory analysis should be interpreted with caution, it hints at the
possibility that the difference in bias by category typicality was
driven by small differences in the magnitude of error, rather than
qualitative differences in how these category members were re-
trieved.

Conclusions

We have presented an investigation of how prior semantic
knowledge can scaffold new learning, leading to distortions in new
episodic memories. This work demonstrates that semantic knowl-
edge and episodic memory are closely intertwined in supporting
new learning and offers an opportunity to better understand how
information supported by these two systems is integrated in the
context of new memory formation.

Context

The first author has previously studied systems-level memory
consolidation mechanisms (Murty et al., 2017; Tompary et al.,
2015) and in particular how consolidation allows for integration
across overlapping events (Tompary & Davachi, 2017). The last
author has a longstanding interest in the organization of concepts
(Musz & Thompson-Schill, 2015; Yee & Thompson-Schill, 2016)
as well as mechanisms underlying new learning (e.g., Coutanche et
al., 2013; Karuza et al., 2016; Leshinskaya & Thompson-Schill,
2020). The current experiments were conceived from our shared
interest in understanding how prior semantic knowledge influences
the acquisition of new information, and in particular how memory
for specific events may be distorted by relying on prior knowledge
to support new learning. The predictions generated for these ex-
periments bridged research on memory reconstruction with theo-
ries explaining category typicality effects across a broad array of
cognitive tasks. In these experiments, we show that when prior
knowledge is recognized as a useful dimension along which to
learn new information, memories of specific events are systemat-
ically distorted according to their organization in that dimension.

Data and Code Availability

Stimuli, raw data, and analysis code that support the findings of
the experiments are available at https://osf.io/8ugek. Raw data and
analysis code dedicated to stimulus development will be made
available upon request.
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