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usually estimated with inverse-probability-of-treatment 
weighting (IPTW) but not limited to IPTW 



Outline
◆Marginal structural models (MSMs): What and why?

◆When would you apply them?
◦ Examples

◆ Limitations and some remedies

◆ New developments – different ways to construct weights
◦ Covariate balancing propensity scores (CBPS) (Imai and Ratkovic 2014, 

2015) 

◦ Residual balancing weights (Zhou and Wodtke 2020; Baum and Zhou 
Forthcoming)

◆How do you execute? (example codes)
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What are marginal structural models?

Multi-step estimation process:

◦ Separates confounder control from model estimation for effect of interest

Estimation process involves:

◦ Calculating weights

◦ Running a model (or other estimation procedure) using the weights

Mostly commonly applied for:

◦ Casual inference on observational data

◦ Causal mediation

◦ Controlling time-varying confounding
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What are marginal structural models?

Why these names?

◦ “Marginal” in a sense that this class of models usually do not 

condition on other variables, but rely on the marginal distribution of 

the exposure while balancing confounders over the level of exposure. 

◦ “Structural” is the econometric term for “causal”

◦ Inverse-probability-of-treatment weighting (IPTW) vs. Propensity 

scores

◦ History about the models (Xi might introduce it) 
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The intuition behind IPTW

5

One out of every 10 people with X=2 is treated

Suppose that P(A=1|X=1)=0.1. 

w Among people with X=1, only 10% will receive the treatment. 

w i.e., the value of the propensity score for people with X=1 is 0.1. 

Suppose that P(A=1|X=0)=0.8. 

w Among people with X=0, 80% will receive treatment. 

w i.e., the value of the propensity score for people with X=0 is 0.8



The intuition behind IPTW
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One out of every 10 people with X=2 is treated



The intuition behind IPTW
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Weighting: Rather than match, we could use all of the data, but down weight 
some and up weight others. This is accomplished by weighting by the inverse 
of the probability of treatment received.
For treated subjects weight by the inverse of P(A=1|X). For control subjects 
weight by the inverse of P(A=0|X), thus different from the propensity score. 



The intuition behind IPTW
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Weighting: Rather than match, we could use all of the data, but down weight 
some and up weight others. This is accomplished by weighting by the inverse 
of the probability of treatment received.



The intuition behind IPTW: survey sampling
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In surveys it is common to oversample some groups relative to the 
population. 
• Oversample a minority group 
• Oversample older adults 
• Oversample obese individuals 

To estimate the population mean, can weight the data to account for the 
oversample. 



The intuition behind IPTW: Pseudo-
population

◆ In the original population, some people were more likely to get treated than others, 

based on their X’s.
◆ In the pseudo-population, everyone is equally likely to be treated, regardless of their X values.
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When would we use MSMs with IPTW? – First, 
consider a cross-sectional mediation example

Assuming A is randomized, S is the mediating variable, potential outcomes 
can be defined as 𝑌𝑎,𝑠, U are the unmeasured confounders. 
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Quick recap on the DAGs and the ignorability
assumptions in causal inference
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Three Sources of Association Between Two Variables A & B



Quick recap on the DAGs and the ignorability
assumptions in causal inference
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Three Sources of Association Between Two Variables A & B

Good looks 

Acting skills

Fame



Quick recap on the DAGs and the ignorability
assumptions in causal inference
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Three Sources of Association Between Two Variables A & B



Quick recap on the DAGs and the ignorability
assumptions in causal inference
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Probabilistic Implications 

Three blocking criteria (key!!) 

1. Conditioning on a non-collider blocks a path 

2. Conditioning on a collider, or a descendent of a collider, 
unblocks a path 

3. Not conditioning on a collider leaves a path “naturally” blocked. 

The adjustment criterion reveals which variables give (conditional) 

ignorability. 



Quick recap on the DAGs and the ignorability
assumptions in causal inference
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◆ “Eliminate backdoor paths between treatment (A) to Y” in the DAG 
= d-separate/block every path between A and Y that contain an arrow 
into A while not conditioning on descendant of A (Pearl 1988)

◆ “Conditional exchangeability is often referred as ‘weak ignorability’ or 
‘ignorable treatment assignment’ in statistics (Rosenbaum and Rubin, 
1983), ‘selection on observables’ in the social sciences (Barnow et al., 
1980), and ‘no omitted variable bias’ or ‘exogeneity’ in econometrics 
(Imbens, 2004).” 

-- Hernán MA, Robins JM (2020). Causal Inference: What If.



Quick recap on the DAGs and the ignorability
assumptions in causal inference
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◆ Eliminate backdoor paths between treatment (A) to Y” in the DAG  = d-
separate/block every path between A and Y that contain an arrow into A 
while not conditioning on descendant of A (Pearl 1988)

◆ “Conditional exchangeability is often referred as ‘weak ignorability’ or 
‘ignorable treatment assignment’ in statistics (Rosenbaum and Rubin, 1983), 
‘selection on observables’ in the social sciences (Barnow et al., 1980), and 
‘no omitted variable bias’ or ‘exogeneity’ in econometrics (Imbens, 2004).” 

-- Hernán MA, Robins JM (2020). Causal Inference: What If.



When would we use MSMs with IPTW? – First, 
consider a cross-sectional mediation example

Assuming A is randomized, S is the mediating variable, potential outcomes 
can be defined as 𝑌𝑎,𝑠, U are the unmeasured confounders. 
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When would we use MSMs with IPTW? – First, 
consider a cross-sectional mediation example
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Assuming A is randomized, S is the mediating variable, potential outcomes 
can be defined as 𝑌𝑎,𝑠, U are the unmeasured confounders. 

Fit a model of Y on A adjusting for S, i.e., 𝐸 𝑌 𝐴, 𝑆) = 𝛽0 + 𝛽1 𝐴 + 𝛽2 𝑆,
𝛽1 is biased due to the collider S.  



When would we use MSMs with IPTW? – First, 
consider a cross-sectional mediation example
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Assuming A is randomized, S is the mediating variable, potential outcomes 
can be defined as 𝑌𝑎,𝑠, U are the unmeasured confounders. 
Fit a model of Y on A adjusting for S, i.e., 𝐸 𝑌 𝐴, 𝑆) = 𝛽0 + 𝛽1 𝐴 + 𝛽2 𝑆,
𝛽1 is biased due to the collider S.  This opens up backdoor path between A 
and A -> U -> Y, which means 
that the ignobility assumption 
Is violated. 



When would we use MSMs with IPTW? – First, 
consider a cross-sectional mediation example
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Assuming L represents all the 
confounding between S and Y. 

Fit a model of Y on A adjusting for S and 
L remove the bias,  𝐸 𝑌 𝐴, 𝑆) =
𝛽0 + 𝛽1 𝐴 + 𝛽2 𝑆 + 𝛽3 𝐿 .

X

XX



When would we use MSMs with IPTW? – First, 
consider a cross-sectional mediation example
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In this example, assuming L represents 
all the confounding between S and Y

Fit a model of Y on A adjusting for S and 
L remove the bias,  𝐸 𝑌 𝐴, 𝑆) =
𝛽0 + 𝛽1 𝐴 + 𝛽2 𝑆 + 𝛽3 𝐿 .

𝛽1 is unbiased.

X

XX



When would we use MSMs with IPTW? – First, 
consider a cross-sectional mediation example
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Care arrangements

Child education 

Parental 
educational 
values

Parental out-migration

Spend more 
on edu

In this example, assuming L represents 
all the confounding between S and Y

Fit a model of Y on A adjusting for S and 
L remove the bias,  𝐸 𝑌 𝐴, 𝑆) =
𝛽0 + 𝛽1 𝐴 + 𝛽2 𝑆 + 𝛽3 𝐿 .



When would we use MSMs with IPTW? – First, 
consider a cross-sectional mediation example
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Care arrangements

Child education 

Parental 
educational 
values

Parental out-migration

Spend more 
on edu

In this example, assuming L represents 
all the confounding between S and Y

Fit a model of Y on A adjusting for S and 
L remove the bias,  𝐸 𝑌 𝐴, 𝑆) =
𝛽0 + 𝛽1 𝐴 + 𝛽2 𝑆 + 𝛽3 𝐿 .



When would we use MSMs with IPTW? – First, 
consider a cross-sectional mediation example
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Child education 

Parental 
educational 
values

Parental out-migration

Spend more 
on edu

In this example, assuming L represents 
all the confounding between S and Y

Fit a model of Y on A adjusting for S and 
L remove the bias,  𝐸 𝑌 𝐴, 𝑆) =
𝛽0 + 𝛽1 𝐴 + 𝛽2 𝑆 + 𝛽3 𝐿 .

𝛽1 is biased if L is affected by 
the treatment, which is 
often the case in 
longitudinal settings. 

Care arrangements



When would we use MSMs with IPTW? – First, 
consider a cross-sectional mediation example
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When would we use MSMs with IPTW? – First, 
consider a cross-sectional mediation example
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When would we use MSMs with IPTW? 
– Let’s extend the cross-sectional example
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When would we use MSMs with IPTW? 
– Let’s extend the cross-sectional example
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3

1

2

1

A2

L2

Subscripts denote wave or occasions

U1



When would we use MSMs with IPTW? 
– Let’s extend the cross-sectional example
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3

1

2

1

A2

L2

Subscripts denote wave or occasions

U1

Looks horrible; let’s tidy it up!



When would we use MSMs with IPTW? 
– Let’s extend the cross-sectional example
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When would we use MSMs with IPTW? 
– Causal Effects of Time-Varying Treatment
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▶ Consider joint effects of multiple treatments A1, · · · , Am 

▶ Consider what would happen if received treatment levels a1, · · · , am

▶ Lk denotes covariate levels at time k
▶ Lk ≡ {L0, L1, · · · , Lk } denotes covariate history through k
Compare potential outcomes under different regimes Y g , Y g ′ , g, g ′ ∈ G

(Regime: a plan, analogous to protocol in clinical trial, which specifies what 
treatment a subject is to receive at any point in time) 



What levels of treatment are 
appropriate choices of comparison?
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How do MSMs help address time-varying 
confounding?

▶ They do not fix confounders as a method of adjustment (like in 
regression)

▶Weighting produces the 'pseudo-population' in which all confounders 
(including those that vary with time) are balanced.

GRAPHS FROM WODTKE, HARDING, AND ELWERT, 2011 34

1. Not conditioning on Lk confounding



How do MSMs help address time-varying 
confounding?
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2. Conditioning on Lk over-
controls indirect pathways

3. Conditioning on Lk  incurs 
collider-stratification bias



How do MSMs help address time-varying 
confounding?
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4. the Effect of Weighting by the Inverse Probability of Treatment (IPT)

Measured confounders are no longer confounders because there is no longer a 
relationship from Lk ( time-varying confounder) to Ak (exposure), enabling an 
unbiased exposure estimate. It imitates sequentially randomized experiment.



IPTW Assumptions
Conditional ignorability/exchangability (for scalar treatment) or Sequential 
exchangeability (for time-varying treatment)

◆ Absence of unmeasured confounding

◆ Not directly testable; use theory and causal graphs/logic

◆ Sensitivity analyses can be used to quantify the impact of unmeasured confounding

Consistency (Sequential version for time-varying treatment)

◆ No misclassification of exposure

◆ Sensitivity analyses

Positivity -i.e. a non-zero (or 1) probability of receiving treatment

◆ Can‘t have perfect confounder combination to determine treatment or non-treatment

Correctly specified IPTW (from the model)

◆ Assumptions of the statistical model used to generate the IPTW are met
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IPTW for time-varying treatment

▶ “stabilized” weight:
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covariate history ത𝐿tand treatment history ҧ𝐴t−1 at all 
time t, t = 1, · · · ,T

▶



IPTW for time-varying treatment
▶ “stabilized” weight (cont.):
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covariate history ത𝐿t and treatment history ҧ𝐴t−1 at all time t, t = 
1, · · · ,T.  

X is a set of baseline or time-invariant confounders.

Notes: In such cases, these variables need to be included in 
the MSM to properly adjust for confounding, which is 
unproblematic because they cannot be affected by treatment.



Limitations of IPTW estimation
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◆ IPTW estimation is relatively inefficient.
• Remedy could be augmenting the IPTW estimator by additionally adjusting 

for confounders directly in the outcome regression also improves its 
efficiency (Robins et al. 1994).

◆ It is susceptible to finite-sample bias.

◆ IPTW estimation can be difficult to implement with continuous 
treatments (Zhou and Wodtke 2020; Wodtke 2018). 
• Residual balancing weights (Zhou and Wodtke 2020; Baum and Zhou 

Forthcoming)

◆ Cannot estimate effect modification beyond the baseline, time-
invariant covariates. 
• Structural Nested Models (Wodtke, Elwert, and Harding 2016)



Example 1: Neighborhood effect (Wodtke
2013; Wodtke, Harding, and Elwert, 2011)

Research question: How do the duration and timing of exposure to 
neighborhood poverty impact the risk of adolescent parenthood?

◆ Data: PSID 

◆Outcome (Y): adolescent parenthood

◆ Time-varying exposure (A0, …..Ak): Level of neighborhood poverty 
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Example 1: Neighborhood effect (Wodtke
2013; Wodtke, Harding, and Elwert, 2011)
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the proportion of time that subjects live in moderate- and high-poverty neighborhoods, 
respectively, from one wave post-baseline (i.e., age 5) through wave k – 1.
The author also looked at timing of exposure: 



Example 1: Neighborhood effect (Wodtke
2013; Wodtke, Harding, and Elwert, 2011)
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Example 2: Parental Incarceration and 
Children's Academic Achievement (Fox, Moore, 
and Song 2022)
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◆ Data: PSID, PSID Child Development Supplement (CDS), and Fragile 
Families and Child Wellbeing Study

◆ Outcome (Y): Children's Academic Achievement

◆ Time-varying exposure (A, .....Ak): parental incarceration 

◆ Time-varying confounders (La .....Lk)

◆ Baseline characteristics (C)



Example 2: Parental Incarceration and 
Children's Academic Achievement (Fox, Moore, 
and Song 2022)

Pre-childbirth incarceration variable, A0, and all Am into a post-childbirth 
measure of parental; incarceration between age 0 and 18 (or the age when the 
last CDS measure is observed), A1
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Example 2: Parental Incarceration and 
Children's Academic Achievement (Fox, Moore, 
and Song 2022)
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Example 3: Censoring weight

#CD4 count has an effect both on dropout and mortality, which causes informative 
censoring.

#Use inverse probability of censoring weighting to correct for effect of CD4 on dropout.

#Use Cox proportional hazards model for dropout.

censorm <- ipwtm(

exposure = dropout,   family = "survival", 

numerator = ~ sex + age,

denominator = ~ sex + age + cd4.sqrt,

id = patient,  tstart = tstart,  timevar = fuptime,  type = "first", data = haartdat)
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tstart: numerical vector, representing the starting time of follow-up intervals, 
using the counting process notation.



R Codes and data 
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R codes:
https://www.dropbox.com/s/w7o46d4dtvwf8y4/ipw_demo_Nov18.Rmd?dl=0
Data:
https://www.dropbox.com/s/adw9i7n7a1b5q0w/mydata_example.csv?dl=0

https://www.dropbox.com/s/w7o46d4dtvwf8y4/ipw_demo_Nov18.Rmd?dl=0
https://www.dropbox.com/s/w7o46d4dtvwf8y4/ipw_demo_Nov18.Rmd?dl=0
https://www.dropbox.com/s/adw9i7n7a1b5q0w/mydata_example.csv?dl=0

