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Why Do You Need HPC?
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You Will Need HPC When You Need To...

▶ Have more computing power than a desktop can provide

▶ Run many models at the same time

▶ Run a model for a huge dataset that is bigger than your hard
disk

▶ Use parallel computing to save time on a model that may take
a very long time to run (e.g., Bayesian models)

▶ Run a model using software that is not installed in your own
computer (e.g., Stata MP)
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Virtual Private Network (VPN)
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FortiClient

▶ A VPN (Virtual Private Network) Client is necessary for
Remote Desktop access, when connecting to Windows Active
Directory (AD) Share drives and U:’s, or other Penn resources
from off-campus or on WiFi.

▶ You will need to install VPN in order to get access to GPC off
campus

▶ https://computing.sas.upenn.edu/faculty_staff/VPN
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Install FortiClient

▶ Fill out the webform to request a KITE account for VPN
access https://upenn.co1.qualtrics.com/jfe/form/SV_
d6lrw3Ta4gJ0Av3

▶ Send an email to Alex Bond (sschelp@sas.upenn.edu) to
let him know about your application

▶ Download FortiClient from
https://computing.sas.upenn.edu/faculty_staff/VPN
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Connect to FortiClient

▶ You will be asked to use the Two-Factor Authentification sent
to your Duo Mobile app.

▶ You will be prompted for a password, which is your typical
Pennkey password.

▶ you will need to do a two-factor authentication method. If
you have the Duo Mobile app installed and set up on your
phone, simply type 1 in the password field and hit enter to get
a push notification on your phone. Otherwise, enter of the
other numbers for different options.
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Data Transfer
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How to Transfer Your Dataset to the GPC Server?

In order to use SFTP with the GPC, you will first need an SFTP
client, like FileZilla: https://filezilla-project.org/
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Data Transfer

Once installed, open the Site Manager under the File menu and
enter the following information, where “pennkey” is your own
Pennkey name:

Protocol: SFTP

Host: gpc.sas.upenn.edu

Port: 22

Logon Type: Interactive

User: your Pennkey name
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Once Connected to the GPC Server

▶ Once connected, you will see your local computer files (Local
Site) on the left pane, and the GPC’s files (Remote Site) on
the right.

▶ Your own directory on the GPC will be located in
/home/pennkey using your own Pennkey name.

▶ You can drag and drop files between panes, or do a manual
transfer.
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Once Connected to the GPC Server
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Running an Interactive Job
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In Your Mac Terminal

▶ Windows command shell, either command dot com or cmd
dot exe, or powershell is the equivalent of terminal

Professor Xi Song GPC 17 / 38



Professor Xi Song GPC 18 / 38



Available Partitions

▶ normal: General jobs, 192GB memory available per node
(many nodes available)

▶ highmem: High memory jobs; 256GB memory available per
node (only three nodes available)

▶ tesla: Faster, memory unknown (only 1 node available). For
students who only need a single-node server to run jobs in R
or Stata, SAS provides the Tesla server, which can be run in
GPC. In addition, Tesla contains one Tesla M2075 graphics
processing unit (GPU) card available to faculty and students
whose work lends itself to GPU processing. The server
supports development is C and Fortran (through the PGI
compilers) in CUDA 2.0.

▶ However, my jobs were killed even when I was requesting
128GB in normal or highmem nodes. If such cases happen,
you’ll need to email the gpc manager to increase the memory
for you or help debug errors
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Slurm Commands

▶ sinfo: Check the status of computing nodes
▶ Idle means not in use. You can then request the node.

▶ squeue: View the status of all running jobs
▶ Check the statuses of your jobs: squeue | grep

yourpennkey

▶ srun: Request a partition or a node (what resources you need
to run your job)
▶ If you don’t request anything, GPC will randomly assign you to

a normal node
▶ srun --pty bash
▶ srun --nodelist=node03 --pty bash
▶ srun --pty bash --partition=tesla
▶ srun -p highmem --mem=160000 --pty bash
▶ Type exit to exit the node and switch to a new node

▶ sbatch: Submit your job in a batch file
▶ scancel: Cancel your jobs using scancel yourjobid

▶ You can find your job id using squeue
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Check Available Software on the Server

Use module avail

...
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Running a Batch Job (recommend!)

Professor Xi Song GPC 24 / 38



Run Your Models with Slurm Job Scheduler

If you want to run your jobs by means of wrapper scripts rather
than by entering the commands line-by-line, you will need to use
Slurm

▶ Slurm documentation
https://computing.sas.upenn.edu/gpc/job/slurm

▶ More information about Slurm
▶ Slurm Quickstart guide

https://slurm.schedmd.com/quickstart.html
▶ Slurm command summary

https://slurm.schedmd.com/pdfs/summary.pdf
▶ Slurm manual pages

https://slurm.schedmd.com/man_index.html
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A Slurm Example: clogit.batch

Save the following commands in a text file with the format .batch
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A Slurm Example: clogit.batch

See other slurm examples:
https://computing.sas.upenn.edu/gpc/job/slurm

Request the high memory partition
Create the following error and output files using this name

Send emails to the following address when the job ends or fails

Request 1 node
Request 1 task
Request 100GB memory

Run the model for 36 hours

Save the files in this folder

Load Stata 17
Run the do file using the multiple processor version of Stata
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Submit the sbatch file

▶ Submit your sbatch file by typing clogit.sbatch in the
terminal (make sure that the file is in the current directory;
otherwise, use cd to change the directory)
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Other Useful Commands

▶ use squeue to see the status of all running jobs on the server

▶ use squeue | grep yourpennkey to see your running jobs

▶ tail -f filename to see the tail of a file. -f means follows

▶ less filename to see the whole file

▶ e.g., I used tail -f clogit.log to view my log file from
Stata. You can also use tail -f clogit.err to see if there
is any error report.

▶ use nano to quickly edit your files on the server rather than
upload a new file to the server using Filezilla.

▶ e.g., nano clogit.sbatch. Then use control+C to quit and
Y to save.
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More Linux and Slurm Commands

▶ Basic Overview of Linux:

https://www.digitalocean.com/community/tutorials/

an-introduction-to-linux-basics

▶ Basic File Management Commands: (e.g., ls, cat, less, tail
commands)

https://www.linuxtrainingacademy.com/

linux-commands-cheat-sheet/#5_8211_FILE_AND_DIRECTORY_

COMMANDS

▶ Nano Text Editor:

https:

//linuxize.com/post/how-to-use-nano-text-editor/

▶ Basic Slurm Commands and SBATCH configuration Options
(understanding the SBATCH -J and other options, etc):

https://hpc.nmsu.edu/discovery/slurm/slurm-commands/

▶ Official Slurm Documentation Cheat Sheet:

https://slurm.schedmd.com/pdfs/summary.pdf
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More Information

▶ GPC website:
https://computing.sas.upenn.edu/gpc/getstarted

▶ Contact GPC manager: gpc-manager@sas.upenn.edu

▶ Be patient and keep sending emails if you don’t receive a
reply!
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Other HPC Resources on Campus
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Wharton HPC

▶ https:

//research-it.wharton.upenn.edu/documentation/

You will need to be a Wharton affiliate
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School of Medicine HPC

▶ Although PSOM HPC not free, it is accessible to all Penn
researchers even if they are not affiliated with the medical
school. https://www.med.upenn.edu/hpc/
billing-pricing-service-descriptions.html

▶ Given that HPC is a commercial software, it is not available
on Penn Medicine’s HPC. Alternatively, you can use Penn
Medicine Limited Performance Computing (LPC) if you are a
PSOM faculty, staff or affiliate

▶ Contact psom-pmacshpc@pennmedicine.upenn.edu
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School of Medicine HPC
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Department of Economics Linux Hawk Cluster

▶ The cluster contains 144 compute nodes. Students can take
advantage of parallel processing, which allows a program to
run on more than one compute node at a time.

▶ Students can access up to 36 nodes at a time. The hawk
cluster runs the Linux operating system and has available
both Fortran (Intel and GNU) and C compilers.

▶ The cluster also has available a parallel optimizer called
HOPSPACK.

▶ To get an account on hawk, contact Professor Petra Todd.
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Amazon Web Services (AWS)
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