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10.l 
Introduction 

Colloid science explores the behavior of particles dispersed in a baclcground fluid. Its 
phenomenology has captured the interest of many scientists across a wide range of 
disciplines for well over 100 years [1-7]. On the fundamental side, interest in colloids 
stems from a rich interplay of physical, chemical, and hydrodynamic mechanisms in 
suspension whose realization provides unique opportunities for the study of statis­
tical mechanics and soft matter. On the more practical side, interest arises as a result 
of the demonstrated importance of colloids in conventional materials such as paints, 
motor oils, food, and cosmetics, and in high-tech problems such as photonics [8-16], 
lithography [17-21], biochemical sensing, and processing [22--40], and in the design 
of advanced composites [41-49]. 

Here, we are interested in fundamental science. Over the years, colloidal suspen­
sions have proven to be elegant physical systems for tests of fundamental problems in 
statistical mechanics ranging from Brownian dynamics [50-77] to entropic phase 
transformations [78-95]. Their attraction as a model system arises from several 
factors. Chief among them is that colloids offer well-characterized "thermal" systems 
whose primary constituents (i.e., particles) can be readily observed and traclced by 
light scattering techniques or by video microscopy. In this context, colloids are often 
excellent models for traditional atomic materials with particles playing the role of 
atoms. In contrast to the atomic systems, however, experimental tools such as laser 
tweezers [95a], advanced optical microscopy [95b], and the CCD camera are readily 
used to manipulate particles in suspension [96], to create unusual potentials for the 
particles [89], and to follow and correlate their particle motions. At present, colloidal 
particles are used to explore a variety of new classes of interaction and self-assembly 
phenomenon [78, 97-132] and, more broadly, as a basis for novel measurement 
technologies [133-140]. 

The primary unifying feature of the research presented herein is the underlying 
colloidal system: ensembles of temperature-sensitive microgel particles. In partic­
ular, we have used microgel particles to create model lyotropic suspensions whose 
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phase behavior can be tuned by small variations in temperature rather than by 
variation in mesogen concentration. The key ingredient in these samples is thermo­
sensitive polymer, that is, NIPA polymer (poly(N-isopropylacrylamide)). The tem­
perature-sensitive character of our samples stems from the temperature-dependent 
solubility of NIP A polymer in water. At relatively low temperature, water is a good 
solvent and NIP A polymer assumes a swollen coil form; in this regime, a small 
increase in temperature increases monomer-monomer attractions and the size of 
the isolated polymer coil decreases. Similar ideas apply to NIP A-based rnicrogel 
particles [141]. In this case, "soft-repulsive" particles made from cross-linked NIPA 
polymer have diameters that can be tuned by temperature. By changing the particle 
diameter, one can vary particle volume fraction, and volume fraction is often the 
prim~ thermodynamic variable that drives melting and crystallization in colloidal 
systems [88]. 

The most significant advantage of these weal<lytemperature-sensitive suspensions 
is that changes in temperature enable us to prepare a "lyotropic" colloidal system in 
particular metastable or ordered states and then to study sample transformations 
(such as melting) in situ. The unique properties of NIPA, in both polymer and 
micro gel particle forms, can therefore be used as a tool to more deeply explore classic 
physics problems. We have used NIP A polymer, for example (see Figure 10.1), to the 
control liquid crystal transitions of colloidal rods and to study the mechanisms 
by which lamellar phases melt into nematic phases [142], and we have employed 
chemically cross-linked NIP A polymer to gels to mal<e new materials, nematic gels 
with carbon nanotubes, that are analogous to thermotropic liquid crystal elasto­
mers [143, 144] (see Figure 10.2). 

This chapter will describe recent research on microgel NIP A particles rather than 
NIP A polymer. In contrast to research oriented toward understanding particular 
chemical and physical phenomenology of NIP A microgel particles and NIP A 
polymer [145-158], our work tal<es advantage of the unique properties of microgel 
particles in order to explore classic physics problems in new ways. In particular, we 
will describe melting experiments in three-dimensional (3D) colloidal crystals that 
permit us to investigate the "nucleation" of fluid formation in crystals; these first 
fluidization events are observed near defects such as grain boundaries [141 ]. We will 
also discuss experiments that explore melting of microgel particles in two dimen­
sions (2D); this work finds predicted hexatic, fluid, and crystal phases, aJ!d it 
introduces order parameter susceptibility as an experimental means to more clearly 
define transition points in colloid experiments [159]. Finally, we will describe 
experiments on geometric frustration [160]. In these measurements, self-assembled 
colloidal particles on a 2D triangular lattice behave like frustrated antiferromagnetic 
spins. In contrast to quantum spin systems, however, the NIP A colloidal systems 
offer the possibility to directly visualize an ensemble of particles (spins), to passively 
and actively observe their dynamics, and to use temperature to tune 
"antiferromagnetic" nearest-neighbor interaction strength. Thus, as in the other 
cases noted above, the microgel colloidal particle approach creates a fresh view of 
a classic problem. Finally, since our initial submission of this chapter, other recent 
experiments by us, which utilize the same unique features of NIP A particles, have 



Figure 10.1 Melting behavior of sample of 
micron-long colloidal rods and NIPA 
polymers [142]. (a) The lamellar phase at low 
temperature, consisting of sheets of rods 
separated by polymer, exhibits visible 
dislocation defects. (b) At 7°C, the dislocation 
defects act as a site for nucleation of the nematic 
phase. (c) Nematic domains grow, expelling 
NIPA polymer into lamellar phase, which leads 
to swelling of lamellar layers. (d) Swollen 
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lamellar phase. (e) Coexistence between 
nematic phase and highly swollen lamellar 
phase. (f-g) Isolated monolayer-deformed 
isotropic tactoid expelling sheets of rods. 
(h) Isotropic-nematic coexistence observed at 
high temperature. (i-1) Illustrations of the 
proposed melting processes of the 
corresponding rod/polymer mixtures shown in 
the photographs (a, b, e, h). Scale bars are 5 µm. 

proven useful for exploration of the behavior of disordered systems such as 
glasses [161, 162] and jammed matter [163, 163a], as well as the melting of thin 
crystalline and polycrystalline films [163b] and freezing criteria in two-dimensions 
[163c]. 

The remainder of the chapter is organized as follows. We first introduce the NIP A 
particle system, providing some discussion of synthesis and characterization. 
We also describe some of the general experimental and analysis tools that are used. 
The three sections that follow will describe, respectively, melting in 3D, melting in 
2D, and "colloidal antiferromagnets." Finally, the chapter will close with a brief 
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Figure 10.2 Nematic nanotube gel [143] 
containing isolated half-micron-long single-wall 
carbon nanotubes (SWNTs). Surfactant-coated 
SWNTs are homogenously dispersed in a 
thermally sensitive N-isopropylacrylamide gel. 
SWNT concentration is rapidly increased by 
shrinking the gel at high temperature. These 
shrunken gels exhibit hallmark properties of 

(c) 

a nematic. (a) Capillary tube containing 
SWNT-NIPA gels before (left) and after (right) 
shrinking. (b) Birefringence images of the 
(shrunken) nematic nanotube gel in different 
orientations with respect to the input polarizer 
pass axis. (c) Liquid crystalline defects observed 
close to the sample edges. 

discussion of future directions. Although significant effort will be made to touch on 
related work, the reader should note that the present chapter is intended to provide a 
snapshot of the field, rather than a comprehensive review. 

10.2 
The Experimental System 

10.2.1 
Synthesis ofNIPA Microgel Particles 

Poly(N-isopropylacrylamide) (NIPA) is a thermally sensitive polymer called PNIPA, 
PNIP Am, or NIPA, for short. NIPA polymer is known to undergo a coil-globule-type 
phase transition in water. As temperature is increased, NIP A changes from a 
predominantly hydrophilic molecule to a predominantly hydrophobic molecule at 
the lower critical solution temperature (LCST) of ~32 °C [148-155]. 

Synthesis of rnicrogel particles has been previously reported [145-147, 156]. In our 
lab, we use the dispersion polymerization technique to synthesize colloidal rnicrogel 
particles from NIP A polymer. 

The simplest scheme to make monodisperse 800-nm diameter NIPA particles 
(which we did not use for the research reported herein) is to dissolve NIP A monomer 
and cross-linker monomer (BIS) in water at 78 °C. Then the initiator APS (ammo­
nium persulfate) is added to the solution. In 30min the particles will grow to their 
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maximum size. In our case, we employ slightly different procedures so we can attach 
fluorophores to the particles for microscopy or so we can modify the particle surfaces 
to have higher surface charges that prevent sticking to glass surfaces. 

In order to prepare particles with larger negative surface charge, we add MMA 
(methyl-methacrylate) monomer and acrylic-acid monomer to the solution during 
the last stage of particle growth, that is, just before the particles reach their 
maximum size. This procedure effectively renders the surface hydrophilic at all 
temperatures. Thus, even above the LC ST, only the interior of the particle will become 
hydrophobic. 

The procedure employed for the case of added amine-reactive fluorophores is 
described below. Note, this method will make microgel particles with or without the 
added fluorophore. The fluorophore we utilize is TAMRA (5-(6)-carboxytetramethylr­
hodamine, succinimidyl ester). In this case, the initiator must make the particle 
surfaces positively charged; the initiator we use is azobis (2,2'-azobis(2-methylpro­
pionarnidine)). We also increase the number of amine groups per particle by 
copolymerizing NIPA with 2-aminoethylmethacrylate hydrochloride (AEMA). An 
AEMA-NIPA copolymer is expected to have higher LCST temperature than pure 
NIPA (~32 °C) since AEMA is a hydrophilic monomer. The stability of the beads is 
also improved by adding a cationic surfactant, didodecyldimethylammonium bro­
mide (DTAB) to the suspension. We use BIS (methylene-bis-acrylarnide) to cross-linl< 
the NIP A polymer within the particles. 

The particles are synthesized as follows. First, 20 ml of 25 mM cationic surfactant 
DTAB, 300 mg of the cross-linker BIS (Polysciences, Inc.), 300 mg of AEMA, 30 gm 
of NIP A (Polysciences, Inc.), 100 mg of sodium chloride, and 3 75 ml of SO mM acetic 
acid buffer solution, pH= 4.0, are loaded into a special three-necl< flask equipped 
with a stirrer, thermometer, and a gas inlet (see Figure 10.3). The sodium chloride 
screens the particle surface charges, permitting us to produce bigger particles. In 
general, particle size can be changed from approximately 800 nm to 2 µm by varying 
sodium chloride concentration or by initiating NIP A-AEMA copolymerization using 
APS initiator. The resultant mixture is stirred, heated at 78 °C, and bubbled with dry 
nitrogen for l0min to remove dissolved oxygen. (Dissolved oxygen reacts with the 
initiator, oxidizes the initiator, and it is therefore undesirable.) A solution of 500 mg 
of 2,2'-azobis(2-methylpropionamidine) dissolved in 10ml of deionized water is 
then added to the mixture to start the polymerization reaction. The mixture is 
continuously stirred at 78 °C for 30 min and then allowed to cool down to room 
temperature. 

The resultant particles are centrifuged and re-suspended in water a few times to 
remove unreacted monomer, homopolymers, and other salts. The particles are then 
centrifuged and re-suspended in a buffer solution (pH= 8.3, 0.1 M sodium bicar­
bonate) to enable the amine groups to react with the fluorophore TAMRA. Ten 
milligrams ofTAMRA is dissolved in 300 µl of dimethylsulfoxide (DMSO) and then 
added slowly to 40 ml of particle solution. The solution is gently stirred for 24 h to 
permit the reaction of the fluorophore to take place. 

Finally, the particles are cleaned cyclically, first concentrating them by centrifu­
gation and then re-suspending them in a buffer solution (pH= 4.0, 20 mM acetic 
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Figure 10.3 Two NIPA particle synthesis schemes, for preparation with negative surface charge 
(left) and for preparation with added fluorophore (right). 

acid). In order to minimize particle aggregates, the suspensions are centrifuged for 
a few minutes, the supernatant is collected, and the process is repeated (approxi­
mately 10 times). For temperatures below 32 °C, NIPA solubility increases with 
decreasing temperature. Consequently, the NIP A-AEMA particle diameter varies in 
our experimental temperature regime (20-28 ° C) as a result of water moving into and 
out of the microgel. 

A confocal microscopy image of TAMRA-stained NIP A particles is shown in 
Figure 10.4. Note that particles made of NIP A-AEMA copolymer have higher surface 
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Figure 10.4 Confocal microscopy image of a slice within a NI PA microgel particle colloidal crystal. 
Scale bar is 3 µm. 

charge and are more stable against aggregation in solution during processing than 
particles made of pure NIP A. Counter ions in the buffer solution ensure the charges 
on the particles are screened. In addition, the polymerization rate in our acidic 
solutions (pH 4.0) was slow, resulting in reduced size polydispersity. The presence 
or absence of TAMRA does not appreciably change the particle phase behavior. 

70.2.2 
Microscopy and Temperature Control 

Particle motions were observed by microscope and recorded by CCD camera. In the 
simplest setup, an analogue CCD camera (Hitachi) is attached to the optical 
microscope (Leica), and 480 x 640 pixel images are captured with a video cassette 
recorder at a rate of 30 images per second. The videotape of particle dynamics is then 
digitized by a computer equipped with a frame grabber card. Digital images are 
analyzed to determine the particle positions in each frame (Figure 10.5). For O. 7 5-µm 
diameter NIP A spheres, the images are typically obtained with bright field micros­
copy using a lO0x oil objective with numerical aperture equal to 1.45. This gives a 
magnification of 128 nm/CCD pixel. 

In order for particle tracldng algorithms to accurately determine particle centers, 
the number ofCCD pixels covered by the image of each particle must be four or more. 
The colloidal particle position is observed as a circularly symmetric Gaussian image 
with intensity profile centered about its geometrical center. In general, particle­
tracldng routines [96] locate particle positions with subpixel accuracy. At a magni­
fication of l00x (8 pixels/µm), subpixel accuracy is obtained, corresponding to 
spatial resolutions of~ 20 nm. Thus, the experimental position resolution for particle 
tracldng in our experiments is approximately one order of magnitude better than 

https://pixels/[.Lm
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Figure 10.5 Schematic of particle tracking procedure. The image is a colloidal gas monolayer. 
Overlaid red circles show that the image analysis provides accurate (x,y) positions. The small image 
is a 1-min trajectory of a particle with 1/30 s per step. 

the diffraction limit [96]. The shutter speed of the CCD camera sets ari'exposure time 
,: for a single image. If the exposure time is long enough to allow significant particle 
motion, then the microscope image of the particle will not be circularly symmetric, 
thus decreasing the ability to assign an accurate particle center. The shutter speed is 
therefore set so that a particle of radius a embedded in a fluid diffuses less than the 
spatial resolution, 20 nm, in time ,:. The shutter speed in our experiment was 
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adjusted from 1/500 to 1/2000s. Faster shutter speeds are feasible with our camera, 
however faster shutter speeds require higher light source intensity. In our experi­
ment, we prefer to lower the light source intensity since too much light absorption 
can increase the temperature of the sample cell. A spatial "bandpass filter" routine, 
written by Crocker and Grier [96], was applied to each image to suppress noise and 
correct for background brightness variations. The particle positions in each frame 
were obtained using IDL software routines based on intensity weighting determi­
nation of the peak position [96]. 

We use a microscope objective heater to control sample temperature. The 
temperature control (Bioptechs) has 0.1 °C resolution (Figure 10.6). The small 
temperature difference (~0.3 °C) between the objective and the sample has been 
tal<en into account in calibration. With this device we were able to heat the sample 
very slowly, in 0.1 °C/steps; each temperature step typically equilibrated in a few 
minutes. Measurements were taken after the temperature had stabilized. Before 
starting the measurements, we cycled the samples one or two times near the melting 
point in order to relieve any possible shear stress built up during the particle loading 
process. 

(a) 

(b) 

Figure 10.6 Schematic diagram shows 
microscope objective heating setup. (a) Heater 
and sensor. The heater is an adjustable thin-film 
heating band. A surface probe thermal 
sensor is designed to be in contact with 
the objective and measures temperature. 
(b) The objective heater is directly mounted 
onto the upper region of the microscope 

00 

Microscope 
objective 

Temperature 
controller 

objective. The temperature is controlled 
via electronic temperature controller. This 
heater/sensor assembly is supported on 
an adjustable metal mounting to fit over 
microscope objectives. This configuration can 
be used on either upright or inverted 
microscopes. 
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Figure 10.7 (a) Schematic of the dynamic 
light scattering (DLS) experimental setup. 
(b) The measured unnormalized intensity 
autocorrelation function as a function of 
delay time for a NIPA particle suspension at 
20.0 °C. B is the baseline at large 1:. 
(c) Processed data (i.e., electric 

10.2.3 

Characterization: Dynamic Light Scattering 
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field autocorrelation functions) at 20.0 
and 31.4 °C. Notice that the temporal decay 
rate is larger at the higher temperature, 
indicating that the particles have 
smaller hydrodynamic radii at higher 
temperature. 

The hydrodynamic diameter of the micro gel particles was measured by dynamic light 
scattering (DLS) [164, 165]. A schematic of the DLS setup is shown in Figure 10.7. 
The technique probes the Brownian motion of suspended particles in solution. The 
particles diffuse in water with diffusion constants that depend on the size of the 
particles. The light intensity scattered from particles will fluctuate in time as a result 
of particle diffusion. From the temporal intensity autocorrelation function of the 
scattered light, one can readily derive useful information about particle diffusion, 
which, in turn, can be related to particle "average" diameter and sample diameter 
distribution. 
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In practice, we measure the (unnormalized) temporal intensity autocorrelation 
function, c(2l(1:) = (I(0)J(i:)), and we derive the average particle diffusion coeffi­
cient and the particle size distribution from this function. For a monodisperse 
suspension of particles, the quantity ( c(2) (1:)-B)/ B decays exponentially; here, Bis 
the asymptotic value of the intensity autocorrelation function as ,: approaches 
infinity, and the quantity ( c(2) (,: )-B) / B is easily shown to be related to the 
temporal electric field autocorrelation function of the light scattered from the 
sample. For polydisperse suspensions, a distribution of "diffusion" decay rates 
will contribute to the autocorrelation signal. The field autocorrelation function will 
no longer decay purely exponentially. To second-order in the decay time 1:, one can 
show that [164] 

~ln (c(2)(1:)-B) = A-f-1:+ µ2 .,:2 
2 B 2 

(10.1) 

Here, r is the "average" exponential decay rate due to particle diffusion, µ2 is the 
second-order coefficient of the decay due to particle polydispersity, and A is a 
constant. 

For a dilute particle suspension, r depends on the Brownian diffusion of the 
particles, 

(10.2) 

where liJI is the absolute value of the experimental momentum transfer, liJI = 
IKout-Kinl, and D is the average particle diffusion coefficient given by Stokes­
Einstein relation, 

(10.3) 

Here, kB is the Boltzmann constant, T is temperature, 11 is the solvent viscosity, and 
Rh is the average particle hydrodynamic radius. 

The particle size and the particle size distribution of our samples is obtained by 
fitting 0.5 ln (( c(2) (1:)-B)/ B) to a polynomial in 1:. Then, the average hydrodynamic 
radius of the particles is obtained from r and the polydispersity is obtained from µ2 
(i.e., the variance off). To first approximation, the variance of the hydrodynamic 
radius distribution is equal to the variance off. This is a good approximation only 
for narrow particle size distributions, that is, llR/ R ::; 0.30. By fitting the data 
obtained from DLS to Equation 10.1, one obtains the polydispersity, P, of the particle 
hydrodynamic radius, that is, 

(10.4) 

Figure 10.8 shows the measured hydrodynamic diameter of a sample of microgel 
particles versus temperature. The DLS analysis shows that sphere polydispersity is 
lower than 3%. Such small polydispersity is not expected to appreciably affect the 
colloidal particle melting and crystallization processes [166]. 
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Figure 10.8 (a) Hydrodynamic diameter of 
N IPA particles as a function of temperature. The 
NI PA particle hydrodynamic diameter collapses 
at about 32.0 °C, corresponding to the 
coil-globule phase transition of the polymer. 

10.2.4 

20 22 24 26 28 30 
Temperature (°C) 

(b) A zoom in to the temperature range 
[20.0-30.0 °q where the particle volume 
appears to linearly decrease with temperature 
(solid line fit). 

Characterization: Video Microscopy Measurement of lnterparticle Potentials 

Particle interactions were derived from direct measurements of their radial distri­
bution function (RDF), g(r). The RDF describes how the density of surrounding 
particles varies as a function of the distance from a particle center placed at the origin. 
In a dilute (i.e., areal density ~10%) monolayer of spheres, g(r = lrl) is the azimuthal 
average of the pair correlation function 

(10.5) 

Here, g(r') = :z:=;;i o (r-rj(t)) is the distribution of N particles in the field of view 

and n is the number density. 
In bright field microscopy, though the centers of the individual spheres are 

characterized by brightness maxi.ma, images will also contain wealc alternating dark 
and bright diffraction fringes. Thus, when two particles are close enough for their 
fringes to overlap, the apparent (i.e., optically measured) pair separation r deviates 
systematically from the true particle separation distance r by an amount Ll(r) [167]. 
It is important to correct for this effect. To this end, we employed the methods 
outlined in Re£ [167,168] to quantify Ll (r). Briefly, the approach first finds an isolated 
particle in the colloidal gas monolayer and "cuts" a relatively large subarea around the 
particle so long as the image clip contains only one sphere. Then, the image clip is 
duplicated. The image clip and its duplicate are then placed side-by-side at a distance 
r, and a new "superimposed" intensity image of the "two" particles is thus derived. 
From the image analysis of this superposed image, we obtained a measured r that 
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may slightly deviate from the true separation r due to the dark ring surrounded each 
sphere. We then repeat this process at various distances r, deriving quantitative 
information about how r changes with r (seethe small inset in Figure 10. 9). To obtain 
good statistics, we repeat the above procedure for all isolated spheres in all frames. 
The undistorted pair correlation function g(r) is then readily related to the directly 
measured g(r) through conservation of probability [168], 

g(r)dr = g(r)dr (10.6) 

As long as the sample's areal particle density is low enough to preclude substantial 
three-body overlap distortions, one can show that 

(10.7) 

where A(r) is the correction to the pair separation (see the large inset of Figure 10.9). 
Notice that this image artifact is a significant problem in bright field microscopy; 
its effect is much smaller in dark field microscopy and essentially disappears in 
fluorescence microscopy (i.e., using fluorescent spheres). 

From g(r), we apply liquid structure theory to extract the particle pair poten­
tials [169, 170], u(r), shown in Figure 10.9. We use the following relations [171]: 

I 241 

4 

2 
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u(r) { nI 
k
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T = -lng(r) + ln[l + nI(r)] 

(HNC) 
(PY) 

where n is the mean areal density of the particles. 

(10.8) 

The first term in the above equation is a Boltzmann relation that is valid for dilute 
systems where there are no many-body contributions to g(r). For weak many-body 
contributions, the Boltzmann relation must be corrected. Here, we use the hyper­
netted chain (HNC) [172] or Percus-Yevick (PY) [172] approximations to correct for 
many-body effects. J(r) is a convolution integral that can be solved iteratively starting 
with J(r) = 0, 

I(r) = L[g(r')-1-nJ(r')][g(lr'-rl)-l]d2r' (10.9) 

As shown in Figure 10.9, the potentials are short ranged and repulsive, which is 
consistent with a nearly hard-sphere description [173]. Different batches of microgels 
have similar u(r). In liquid structure analysis, the HNC approximation is known to 
be accurate for "soft" potentials while the PY approximation is more accurate for 
short-ranged hardcore interactions. Here, we observed that both HNC and PY 
approximations yield almost the same u(r), which suggests good accuracy. We 
quantitatively estimated other errors, including the statistical uncertainty, errors in 
image processing, the effects of 3% polydispersity, and the uncertainty stemming 
from the conversion from g(r) to u(r), which can be estimated as the difference 
between HNC and PY approximations [170]. The first two error sources dominate. 
The error bars in Figure 10.9 are total errors. Notice also that the effective particle 
diameter at 1 k BT is ~12% smaller than the hydrodynamic diameter measured 
by dynamic light scattering (see Figure 10.9). For soft spheres, the diameter is not 
clearly defined. Here, we use the hydrodynamic diameter Rh for defining the areal or 
volume fraction, which is the product of the hydrodynamic volume of the individual 
particle and the areal or volume number density. The areal number density can be 
measured by optical microscopy, while volume number density requires confocal 
microscopy. 

10.3 
"First" Melting in Bulk (3D) Colloidal Crystals 

70.3. l 

Background 

Although melting and freezing are common phenomena in nature, the micro­
scopic mechanisms involved in melting and freezing are still not well understood 
[174]. Scientists have speculated for more than a century about how crystalline 
solids melt [174-176], in the process generating microscopic models emphasizing 
the role of lattice vibrations [177, 178], dislocations [179, 180], grain boundaries 
[181, 182], surfaces [183-187], dimensionality [188], and combinations thereof. 
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Furthermore, experimental investigations to test underlying theoretical assump­
tions are difficult because they must track motions of individual atoms or defects 
within bulk crystals. 

Microgel particle suspensions are especially suitable for the study of phase 
behavior in 3D. Their refractive index is very close to that of water; thus, both bright 
field and confocal microscopy can capture the behavior inside the bulk crystal without 
the detrimental effect of multiple scattering. Furthermore, the microgel particles are 
very nearly density matched to the solvent (water), so that sedimentation effects will 
be small. Finally, the microgel particles provide the unique opportunity to tune 
volume fraction and thus drive the phase transition within a single 3D sample. 
Compared to conventional colloids, wherein many samples with different particle 
concentrations must be prepared to study phase transitions, the temperature control 
characteristic of the NIP A micro gel particle suspensions is attractive because it 
permits us to use one sample for all of the measurements; that is, it permits us to scan 
a range of volume fractions within essentially the same medium, while visualizing 
essentially the same sample volume. 

A first-principles theory of the solid-liquid transition is not readily available. This 
theoretical situation contrasts significantly with that of the transitions that arise in 
ferromagnetism, two-dimensional melting, and liquid-vapor systems. Theoretical 
issues arise for conventional 3D melting from long-range many-body effects, 
symmetry, and a lade of universality. Recent experiments [189, 190] and theory [191] 
have shown that atomic crystal surfaces, at equilibrium below the bulk melting point, 
often form melted layers. This effect is sometimes referred to as premelting, the 
localized loss of crystalline order for temperatures below the bulk melting transition. 
It can be thought of as the nucleation of the melting process. "Premelting" lowers the 
energy barrier for liquid nucleation and effectively prevents superheating of the 
solid [189, 192]. 

Many theories have suggested that a similar "first" melting behavior should occur 
at defects within bulk crystals such as grain boundaries; however, these effects have 
not been observed. Simulations of grain boundaries [182, 193-197] have found that 
the free energy of the solid-solid interface can be larger than two solid-liquid 
interfaces, thereby favoring "premelting" near the grain boundary (GB). A hot-stage 
transmission electron microscopy (TEM) experiment [198] has also suggested that 
GB "premelting" may occur, but only at 0.999Tm for pure Al, where Tm is the bulk 
melting temperature. 

In our experiment, we image the motions of particles in three-dimensional crystals 
during the melting process. These particles are micron-sized nearly hard­
spheres [173]. The thermal response of the microgel permits precise control of 
particle volume fraction. At high volume fraction, these particles are driven entro­
pically to condense into close-paclced crystalline solids [88, 199], while at low volume 
fraction the particles are in the liquid state (see Figure 10.10). Thus by slightly 
changing sample temperature, we can precisely vary the volume fraction of particles 
in the crystal over a significant range, driving the crystal from close-packing toward its 
melting point at lower volume fraction. This general experimental approach enables 
us to learn about the nucleation of fluid phases inside bull, solids. 
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Experimental images reveal "first" melting near grain boundaries and dislocations. 
Furthermore, particle traclcing. enables us to quantify the spatial extent of local 
particle fluctuations both near a variety of defects and within the more ordered parts 
of the crystal. Increased disorder and particle fluctuation is observed in regions 
bordering defects as a function of defect type (e.g., grain boundaries, dislocations, 
vacancies), distance from the defect, and particle volume fraction. These observations 
suggest that "first" melting of the grain boundaries is an important effect. Besides 
their intrinsic importance for colloid science and technology, all indications suggest 
interfacial free energy is the crucial parameter for melting. Thus, these results are 
also relevant for atomic-scale materials. 

70.3.2 

Sample Preparation and Imaging 

The particle suspensions were loaded into the c;tamber using capillary forces at 
28 ° C, that is, just below the melting temperature. In this process, the suspension was 
sheared, giving the crystal a preferential orientation. Initially, we found that well­
oriented fee crystals grew from the glass coverslip surfaces and that the middle of the 
sample was glassy. After loading, we annealed the sample at 28 ° C for 24 h during 
which the samples crystallized. Bragg diffraction (Figure 10.1 la) from various parts 
of the annealed sample, measured using the microscope with a Bertran lens, 
exhibited no detectable change in peal< positions. The colloidal crystal had very few 
defects close to the glass walls (see Figure 10.llc). We never observed melting near 
the walls; it is thus possible that the walls stabilized the crystal or that the (111) planes 
near the wall surfaces are intrinsically stable [192]. Interior crystalline regions had 
many more defects (see Figure 10.lld). A few defects in the sample interior are 
shown in Figures 10.14 and 10.16. Most of the defects observed were staclcingfaults, 
which caused the formation of partial dislocations (see Figure 10.16 [200]). Typically, 
the crystals lost their preferential orientation after melting and recrystallization, 
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Figure 10.11 (a) Bragg diffraction 
(wavelength = 405 nm) of 0.75 ~tm diameter 
NIPA particle colloidal crystal. (b) Glass 
chamber containing NIPA particle suspension 
at high volume fraction. The color indicates that 
the suspension is in crystalline phase. (c) Bright 
field image of a layer in the crystal showing very 
few defects; the slice is of the seventh layer from 
the cover slip. Each bright spot corresponds to 
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the central region of a 0. 75 µm diameter particle. 
(d) Bright field image of the crystal showing 
many defects (part of the image is in focus while 
the other part is out of focus); the slice is of the 
15th layer from the cover slip. Due to sample 
preparation and annealing, the primary defects 
are partial dislocations that exist in the interior 
of the crystal . Scale bars are 5 µm. 
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displaying large crystalline regio11s with different orientations separated by grain 
bom1daries (Figure 10.14). 

Experimental observations were made using an upright microscope (Leica 
D MRXA2) equipped with a 12-bit monochrome-cooled camera (Qimaging RETI GA) 
and a motorized stage. The dimensions of the sample chamber were 18 x 4 x 
0.1 mm3 . The temperature of the sample and objective lens (100 x 1.4 NA) was 
controlled within 0.1 °C and was raised in 0.1 °C increments. Samples were left to 
equilibrate at each temperature for 1 h. In order to track melted regions and defects, 
we took bright field video images for 0.6 s in 100 nm intervals throughout the 
~ 100 µm thick chamber. In order to track individual particle movement, we 
employed a video shutter time of 2 ms. Image fields were chosen to contain · 
~400 particles, and particle positions were determined at resolutions much smaller 
than the particle radius or crystal lattice constant [96]. Fifteen minutes of video were 
recorded at each temperature. (Note that, although bright-field images can potentially 
contain image artifacts, we have analyzed these effects [201] and are confident that 
none of the conclusions we mal<e about the sample is very sensitive to the artifact.) 

10.3.3 

Positional Fluctuations and the Lindemann Parameter 

Using the Lindemann parameter (l), a measure of the particle mean-square 
fluctuation, we have quantified one aspect of sample melting as a function of sample 
temperature and volume fraction. Figure 10.12a shows the time evolution of 
the particle mean square displacement (MSD), 
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Figure 10.12 (a) Time evolution of2D particle 
mean square displacement; L is derived from 
the MSD plateau value. (b) Lindemann 
parameter, L, as a function of colloidal crystal 
temperature (and computed particle volume 
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fraction qi). These data are for regions far from 
defects. The curve exhibits a change in slope at 
24.7 °C. The crystal melts at 28.3 °c, cp~0.55. 
The error bars for qi, L, and temperature are 0.02, 
0.004, and 0.1 °C, respectively. 
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for particles in the bulk crystal at three different temperatures, where r(t) is the 
position of the particle center at time t measured from an arbitrary origin (usually 
the top left corner of the image) . On short timescales, the MSD exhibits free particle 
diffusion; on long timescales, the particles are caged by nearest neighbors and 
the MSD asymptotically approaches a constant. From this plateau height of MSD 
measured in a 2D slice, we can calculate 3D Lindemann parameter (130 ): 

(10.11) 

where rnn is the lattice constant and r is particle's equilibrium position. Here, we 
assume that particle fluctuations are isotropic so that MSD30 = ! MSD20 . The last 
step uses the fact that the asymptotic plateau height of MSD is twice the variance 
of the particle's displacement from its equilibrium position [202, 203]. 

10.3.4 

Bulk Melting 

Figure 10.12b shows the measured Lindemann parameter as a function of temper­
ature. The Lindemann parameter experiences a change in slope at 24.7 °C. At this 
temperature, the hydrodynamic diameter of the particles measured by dynamic light 
scattering is ~ 754 nm, and the nearest neighbor distance derived from pair corre­
lation functions measured by microscopy is ~ 750 nm (Figure 10.13). Thus at this 
temperature, it is reasonable to assume the particles are close-packed with a volume 
fraction <I> ~ 0. 7 4. Below this temperature, the particles "press" into one another and 
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Figure 10.13 Radial distribution fun ction of 
NIPA crystal at different temperatures. (a) First 
few peaks of g(r) versus r (b) The first peak of g(r) 
shows that the lattice constant changes very 
sli ghtly as the temperature is increased up to the 
bulk melting temperature. The curves are 
displaced vertica lly for clarity. (c) The lattice 
constant (obtained from the position of the first 
peak of the pair correlation function) in the solid 
region s of a NIPA crystal as a function of 
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temperature. Solid line is to guide your eye. 
Notice that at 28.2 °C the lattice constant starts 
to su bstantially decrease; this is approximately 
the same temperature that wetting appears at 
partial dislocation interfaces. Note that 
although the spatial resolution of the 
measurements is about 20 nm, the 5-nm peak 
position difference in (c) can still be wel l 
resolved if the statistics are good. 

28 
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the particle motions are constrained; hence, L varies less strongly at low temperature. 
With this assumption we can deduce the particle number density from ¢ (T) = 
n 1 rcR3 

( T), where n is the number density and R( T) is particle radius as a function 
of the temperature (T). Putting¢ (24.7 °C) = 0.74 and R (24.7 °C) = (0.75/2) µm 
in the above formula, we can deduce particle number density per µm3. This number 
density and the measured hydrodynamic radius determine the particle volume 
fraction (using the above formula), as a function of temperature (upper scale of 
Figure 10.12b) . A particle volume fraction of ~0.54 corresponds to a temperature of 
28.3 °C. Our best samples (i.e., samples with "lowest" disorder) contain very few grain 
boundaries and noticeably begin to melt at 28.3 °C. Nucleation of melting in these 
samples is at their center, where the largest concentration of partial dislocations 
exists. Upon melting, the sample is essentially composed ofliquid regions and very 
ordered (nearly defect-free) crystalline regions. Interestingly, at 28.3 °C the particle 
volume fraction (based on the assumptions above) is ~0.54, close to the hard sphere 
melting prediction of 0.545 [130]. 

An alternative approach for establishing bulk melting may be derived from 
measurements of crystal lattice constant. The lattice constant in the solid regions 
is derived from our measurements of the particle pair correlation function. It is 
observed to decrease sharply near 28.3 °C (Figure 10.13c). Again, while our particles 
are not perfect hard spheres [173], the melting point suggests they may be approx­
imated reasonably well as such. 

10.3.5 
"First" Melting Near Grain Boundaries 

One of the common melting mechanisms exhibited by our colloidal crystals is 
illustrated in Figure 10.14. In crystals with grain boundaries, the grain boundary 
interfaces start to disorder at temperatures measurably below 28.3 °C. The figure 
shows a small angle (i.e., ~13°) grain boundary. The grain boundary is composed of 
an array of dislocations, one of which is shown in the inset of Figure 10 .14a. Notice 
that the number of particle nearest neighbors along the grain boundary varies from 
five to seven (red and blue particles in the inset). These pacl<ing mismatches create 
stress in the crystal near the grain boundary. The dashed line in Figure 10.14a shows 
a Shockley partial dislocation that continues into the grain boundary. The region to 
the right (left) of the dashed line is out of focus (in-focus), and the particles in this 
portion of the image appear darker (whiter) than average. 

Figure 10.14b shows the same region at higher temperature (i.e., lower particle 
volume fraction). In order to minimize the interfacial free energy caused by stress 
and surface tension, particles near the grain boundary start to melt. The inset of 
Figure 10.14b shows these particles rapidly jumping from one site to another. In 
contrast, melting is not observed near the partial dislocation (dashed line); its 
interfacial free energy is apparently less than that of the grain boundary. In 
Figure 10.14c, the temperature is slightly higher and melting has erupted along 
the grain boundary. At this stage, the sample volume fraction is higher than the bulk 
melting particle volume fraction, and the melted region has engulfed the partial 



Figure 10.14 Melting of the colloidal crystal at 

a gra in boundary. The figure shows bright field 
images at different temperatures (i.e., particle 
volume fractions) of two crystal lites separated 

by a grain boundary (0~ 13°). (a) Sample at 
27.2 °C. The solid and dashed lines show the 

grain boundary and a partial dislocation, 
respectively. The grain boundary cuts the two 

crysta ls along two different planes (yellow line 
has two slopes). It is composed of an array of 
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dislocations; the two extra planes are indicated 

by lines in the inset. (b) Sample at 28 .0 °C. The 
grain boundary starts to melt; nearby particles 

undergo liquid-like diffusion, inset. The partial 
dislocation, denoted by the dashed line, is not 

affected. (c and d) The same sample at 28 .1 and 
28.2 °C, respectively. The width of the melt 

region near the grain boundary increases. Scale 
bars are 5 µm . 

dislocation. The width of the melted region continues to increase as the temperature 
is raised from 28.0 to 28.2 °C (see Figure 10.14b-d) . 

Melting is a heterogeneous process, that is, not all interfaces melt at the same 
temperature. In addition, the number of melted layers depends on the crystalline 
surface. Figure 10.lSa shows a grain boundary that separates two crystallites (right 
and left). The boundary cuts the two crystallites at two different crystalline surfaces. 
Each cut has different interfacial energy. Below the bulk melting temperature of 

Figure l 0.15 (a) Bright field image of a bulk layer in the NI PA particle colloidal crystal showing 
grain boundaries at 26.4 °C. (band c) The same layer at 28.2 °C and at 28.3 °C. Scale bars are 5 rim . 
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Figure 10.16 Meltin g of a co ll oida l crystal 
initiated at a Shockley partial dislocation in the 
absence of grain boundaries. (a) and (b) are 
bright field images of the 61 st and 62nd layers at 
25.0 °(, respectively. Colloid al particles 
fluctuate more in the 62nd layer due to the gap 
created by the dislocation. (c) Superposition of 
61st (green) and 62nd (red and yellow) layers. 

The image shows particles in positions A 
(green), B (red), and C (yellow). Inset, 3D 
illustration of the 61 st-64th layers (bottom to 
top) showing the displacement of the yel low 
spheres in the 62nd-64th layers. (d) 62nd layer 
at 28.2 °C where the crystal starts to melt at the 
dislocation. Scale bars are 3 µm. 

28.3 °C, "first" melting nucleates at certain positions along the grain boundary (see 
Figure 10.156) . At higher temperatures (lower volume fraction), the number of 
melted layers increases at the crystalline interface, while remaining unmelted near 
other interfaces (see Figure 10.15c). 

10.3 .6 
"First" Melting Near Dislocations 

In addition to grain boundary melting, the colloidal crystals display melting from 
partial dislocations (Figure 10.16) . This effect is more apparent when the grain 
boundaries are relatively far from the partial dislocations. Figure 10.16a and b show 
images of the 61st layer (green) and the 62nd layer (red and yellow) of the colloidal 
crystal at 25 .0 °C, respectively. Figure 10.16c shows a superposition of these layers. 
Both of these layers represent (111) planes in the crystal. The Burger's circuit in the 
61st layer (green) yields a zero Burger's vector, indicating no defect in the layer. Since 
a dislocation is present in the next layer, some of the particles are slightly out of focus. 
The Burger's circuit for the 62nd layer (yellow) reveals a Shockley partial dislocation 
with a Burger's vector of ¼(II2) [200] . The inset contains a three-dimensional 
illustration of the Shockley dislocation, showing the 61st layer and the undisplaced 
particles in the 62nd-64th layers in green, and the displaced particles in the 
62nd- 64th layers in yellow. 

In monodisperse nearly hard-sphere colloidal crystals, the difference in energy 
between face-centered cubic (fee) and hexagonal close packed (hep) structures is very 
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small [204, 205], and stacking faults are very common [88]. Shocl<ley partial disloca­
tions arise as a result of these stacking faults. Face-centered cubic crystals stack in the 
pattern ABCABC along the (111) direction, and hexagonal close-packed crystals 
stackin the pattern ABAB. The green particles in Figure 10.16a are in the A positions, 
while the red and yellow particles are in the B and C positions of the next layer, 
respectively. This stacldng fault opens up gaps between the two close-packed 
structures within the crystal (two gaps are visible in the image and make an angle 
ofl20° with respectto one another). Nearby particles :fluctuate into and out of these 
gaps. The angle the gaps malce with the (111) plane suggest the gaps cut the crystal 
along (1 0 0) planes as shown in the three-dimensional illustration. Finally, 
Figure 10.16b shows the 62nd crystal layer at 28.2 °C. At this temperature, which 
is higher than the grain boundary melting temperature, the crystal has begun to melt 
from the partial dislocation. 

10.3.7 

Positional and Angular Fluctuations Near Defects 

The Lindemann melting criterion, which predicts melting for L ~ 1/8 [177], con­
tinues to provide a useful benchmark nearly 100 years after it was originally 
suggested. The data for Lin Figure 10.12b are taken from deep within the crystalline 
regions of the sample, below the melting point. At 28.3 °C the sample begins to melt, 
and a coexistence ofliquid and solid domains is readily observed. In Figure 10.17, 
we show local measurements of L near various crystalline defects and near the melt 
boundary just before bull< melting (28.3 °C). We find that the particle :fluctuations 
in the proximity of these regions are measurably larger than in the bulk crystal. 
Furthermore, we find the magnitude of these fluctuations to decrease approximately 
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Figure 10.17 The local Lindemann parameter, L, as a function of distance from a vacancy, a partial 
dislocation, and a melt front. Within 1 µm of the defects, the particle motion was too rapid and 
calculation of L was unreliable. 
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exponentially as the measurement position is translated away from the melt region 
toward the interior of the bulk crystal. Extrapolation of our exponential fits of L to zero 
distance suggest that L~ 0.18 in the melt region, twice its interior value of ~ 0.085 
at the same temperature. Evidently, the greater number of vacancies in the melted 
region increases the free volume for particle movement so that the nearby particle 
fluctuations are large. Even the particles near isolated vacancies have large L, but the 
decay length of L to bulk values is shortest from isolated vacancies. 

Orientational order is also useful for characterizing different phases in condensed 
matter systems [206]. For our sample with spherical particles, the orientational order 
can be measured from the bonds between nearest neighbors via Delaunay triangu­
lation [206, 207]. Delaunay triangulation for a set of points in a plane is a triangulation 
such that there is no point inside the circumcircle of any triangle. It is the dual graph 
of the Voronoi diagram. Figure 10.18 shows the Delaunay triangulation near a 
dislocation. 

Notice that instead of viewing the system as a set of vertexes, we can equivalently 
view it as a set of bonds and study the structure and dynamics of these bonds. The 
static structure of bonds can be quantified by the spatial correlation functions of their 
orientation [207] , which are long ranged in a crystal. Bond dynamics can also be 

Figure 10.18 Delaunay triangulation of a layer in the bulk co ll oidal crystal. Colored bonds are 
associated wi th defect vo rtexes with non-six nearest neighbors: white 6-6; blue 7-6; yellow 5- 7; 
red 5-6. Colored bonds show a 5-7 vortex pair, that is , a dislocation . 
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Figure 10.19 (a) Angular MSD of bonds in the crystalline region ofFigure 10.18. (b) Translational 
and angular Lindemann parameters near the dislocation in Figure 10.18. Measurements were taken 
right before melting temperature. Both quantities decay to crystal values on the same length scale. 

characterized by time correlations or bond angle MSDs. Here, we introduce the bond 
angle MSD, MSDe(t) = ((8(t+1:)-8(1:))2), as a means to characterize bond dynam­
ics. To our knowledge, the notion ofbond angle MSD has barely been explored. As in 
the case of the translational MSD, the angular MSD diverges in the liquid phase and 
converges to a plateau in crystal phase, see Figure 10.19a. 

Neighbor particles are defined from the Delaunay triangulation of the first video 
frame at,:= 0, and we keep tracking the bonds of these neighbor pairs at,:> 0. Thus 
in the liquid phase, the bond angle of two particles can change by more than 2Jt after 
long enough time and yield a diverging angular MSD. Furthermore, we can define an 
angular Lindemann parameter (Le) that is similar to the translational Lindemann 
parameter in Equation 10.11, 

✓¾MSDe (t-;oo) 
Le = --'---n-/.,...3--- (10.12) 

where the normalization factor n/3 is taken from the angle of two neighbor bonds at 
low temperature in a perfect triangular lattice. Figure 10.19b shows that the angular 
Lindemann parameter is about 30% lower than the translational Lindemann param­
eter. Interestingly, both parameters increase in parallel near the defect Thus, the 
angular Lindemann parameter can also be used as a criterion for melting and is 
worthy of further exploration. 

10.3.8 
Summary 

We have demonstrated that "first" melting occurs at grain boundaries and disloca­
tions located within bulk colloidal crystals. The crystals are equilibrium close-packed 
three-dimensional colloidal structures made from thermally responsive rnicrogel 
spheres. The thermal response of the microgel enables precision control of particle 
volume fraction. We used real-time video microscopy to track each particle. Our 
observations confirm an important mechanism for theories of melting. The amount 

https://n-/7:---(10.12
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of "first" melting depends on the nature of the interfaces and defects. Particle 
tracking has enabled us to study particle fluctuations both nearby and far from these 
defects in ways that are inaccessible to experimental probes of atomic crystals, 
revealing the excess free energy in these regions through higher values of the 
Llndemann parameter. Our observations suggest interfacial free energy is a crucial 
p~rarneter for melting, in colloidal and atomic scale crystals. 

10-4 

Melting in Two Dimensions: The Hexatic Phase 

10.4. l 

Theoretical Background 

Two-dimensional matter is qualitatively different from 3D matter. Questions about 
the existence of2D crystals were first raised theoretically in the 1930s by Peierls [208] 
and Landau [209, 210]. They showed that thermal fluctuations should destroy 
long-range order, resulting in the melting of any 2D lattice at any finite temperature. 
Mermin and Wagner further proved that a long-range order in magnetic systems 
could not exist in both one and two dimensions [211], and they later extended the 
proof to crystalline order in 2D [212]. However, although true long-range translational 
order does not existin 2D, the translational correlations can be quite extended, that is, 
extended over the finite sample size. In this case, the translational order is said to be 
quasi-long-range. In addition, 2D systems can have another long-ranged order called 
orientational order [207]. The behaviors of these features distinguish 2D "crystals" 
from 3D crystals and liquids (see Table 10.1). 

The most popular theory for melting in 2D is Kosterlitz, Thouless, Halperin, 
Nelson, and Young (KTHNY) theory [207, 213-215] that predicts two-stage melting 
from a 2D crystal to hexatic phase and then from hexatic to liquid phase via two 
continuous KT transitions (see Figure 10.20). This theory has been confirmed in 
simulation and experiment for particles with long-range interactions, but is not as 

Table 10.1 Translational and orientational orders of different phases. 

3D crystal 

2D crystal 

Hexatic phase 

Liquid 

Buckled 2D crystal 

Translational order 

Long 

Quasi-long 

Short 

Short 

Short 

Orientational order 

Long 

Long 

Quasi-long 

Short 

Long 

Orders are characterized by correlation functions of the order parameters as shown in Table 10.3. The 
correlation functions defined in Table 10.2 can have three types of behaviors: approaching a finite 
constant (long-range order), power law decay (quasi-long-range order), and exponential decay (short­
range order). 
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Figure 10.20 Schematic of2D phases based on KTHNY theory. 

Orientational order 
disrupted 

well understood in systems with short-range interactions. Here, we study the melting 
of 2D microgel colloidal crystals confined between two glass walls. KTHNY predic­
tions are thus quantitatively tested in this short-range interaction system. 

The intermediate hexatic phase of KTHNY theory has short-range translational 
and quasi-long-range orientational order, and the two transitions from crystal to 
hexatic phase and then from hexatic to liquid phase are characterized by topological 
defects, see Figure 10.20. For 2D triangular lattices, nearest neighbors can be 
characterized by the Delaunay triangulation or its dual structure, the Voronoi 
diagram. Particles with nearest neighbor 1'lri =/= 6 are considered to be defects. Isolated 
1'lri = 5 or 7 defects are called disclinations that can disrupt both translational and 
orientational order. Isolated 5-7 pairs are dislocations that disrupt the translational 
order by producing a nonzero Burgers vector, while still preserving the orientational 
order by keeping the lattice orientation unchanged. KTHNY theory suggests that 
the creation of free dislocations drives the system from crystal to hexatic phase, and 
the creation of free disclinations drives the transition from hexatic to liquid phase. 

The phases and transitions are characterized by different behaviors of the 
translational and orientational order parameters. Their fluctuations and correlations 
are defined in Table 10.2 and its caption. In the local translational order parameter, 
G is the optimal vector that maximizes the order parameter. For crystals, it is simply 
a reciprocal lattice vector. Usually, G is chosen to be a primary reciprocal lattice vector 
derived from the peak of the structure factor. In the liquid phase, reciprocal lattice 
vectors are not defined, so we use G of the crystal phase to compute 'ljJT in the liquid 
and hexatic phases. This approach has been employed previously [216-218]. To 
assign accurately G, we maximized the sample's translational order parameter 'ljJT 

at each temperature (including the liquid phase), by iteratively varying G around the 
initial estimate. 

Orientational order is measured from the "bonds" between nearest-neighbor 
particles. 'ljJ~J in Table 10.2 is a complex local bond orientational order parameter 
for systems with sixfold symmetry. It is calculated from the position and orientation 
of the bond j between two nearest-neighbor particles. The triangular crystal's spatial 
orientational order is reflected by gg(rjk) == (ei6(8r 8kl) between bondsj and k with 
bond center separation rJk· Alternatively, the local orientational order parameter can 
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Table 10.2 Translational and orientational order parameters, susceptibilities, and correlations. 

Translational order Sixfold orientational order 

Local order parameter 'lj!Tj(r) = eiG•rj Bond: 1J!~/r) = e168/r) 

Particle: 'lj!6j(r) = ( L:i ei68j>) /1tn 
Global order parameter 'lj!T = I ('lJ!Tj) I 'lJ!G = I ('lJ!G) I 
Susceptibility (fluctuation)XT = lim A((l'lJ!~l)-(l'lJ!Tl)2) XG = lim A((l'lJ!il)-(l'lJ!Gl)2) 

A-oo A-oo 
Spatial correlation gT(r = lr;-rjl) = ('lj!;;(r;)'lJ!T/1])) gG(r = lr;-rjl) = (1JJ:;(r;)'lj!6/1;)) 

Time autocorrelation gT(t) = ('lj!;;(to)'lJ!T;(to +t)) gG(t) = ('lj!:;(to)'\J!6;(to +t)) 

G is the optimal vector that maximizes the order parameter. For crystal, G is a primary reciprocal 
lattice vector. Orientational order can be equivalently represented by the particle orientational order 
parameter 'ljl6j and by the bond orientational order parameter 'ljlt. n,, is the number of nearest 
neighbors of particle j at position r1 = ( x1, YJ); 01, is the angle of the bond between particle j and its 
neighbor k; for 1JJt, 01 is the orientation of bond j and r is the position of the bond center; ( ) is the 
ensemble average over all particles or bonds; A is the system area; and t is the time. 

be defined based on particles as shown in Table 10.2. It is simply the average of 'ljlt 
over all bonds of particle j. Both 'ljJ Gj based on particles and 'ljl~j based on bonds yield 
the same global order parameter, susceptibility, and correlation functions. We 
calculated both to double check our data analysis. The global order parameters range 
from O (i.e., totally disordered) to 1 (i.e_, perfectly ordered). 

The fluctuation of a global order parameter is called its susceptibility x [219,220]. 
For example, Xr measures the response of the translational order parameter to 
sinusoidal density fluctuations with periodicity characterized by the primary recip­
rocal lattice constant G. The divergence or discontinuity of order parameter fluctua­
tions, that is, the divergence or discontinuity of its susceptibility, signatures a phase 
transition. We found that such divergences or discontinuities can be used to 
determine the phase transition points accurately, avoiding ambiguities inherent to 
many other analyses. The traditional way to distinguish different phases is from the 
shapes of the order parameter correlation functions. Correlating single-particle 'ljl 6 or 
'lJlr in space or in time yields four correlation functions shown in Table 10.2. The 
predicted functional forms of these correlation functions in KTHNY theory are listed 
in Table 10.3. Note, gr(r) and g6(r) are two-body quantities, and gr(t) and g6(t) are 
one-body quantities. 

Table 10.3 KTHNY predictions for order parameter correlations in three phases. 

Solid 

Nonzero constant at r--+ oo 
Nonzero constant at t--+ oo 

~ r-~T,, 1/4 < 'TJTr :S 1/3 

Hexatic 

~ r-~,,, 0 < 11Gr :S 1/4 
~ r-~", 0 < 11Gt = 'TJG,/2 :'.S; 1/8 
r-.., e-r(STr 

Liquid 

~ e-r/~,. 
~ e-t/T 

~ e-rl~T, 
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10.4.2 

Experimental Background 

Experimenters have sought out KTHNY predictions across a wide range of materials 
including monolayers of molecules and electrons [221 ], liquid crystals [222], vortex 
lattices in superconductors [223], diblock copolymers [224], and colloidal suspen­
sions [225-231]. Compared to other materials, colloids have the advantage of 
measurable single-particle dynamics in real space. Some experiments and simula­
tions have demonstrated substantial agreement with KTHNY theory, but others 
exhibit deviations and ambiguities possibly due to finite size effects [221], interaction 
range and form [227], and out-of-plane fluctuations [216,220]. Charged colloids with 
screened Coulomb repulsion were the first colloidal systems used in the search for 
the hexatic phase. In these experiments [225, 232, 233], charge stabilized colloidal 
suspensions are filled in chambers with two smooth glass walls. The two glass walls 
form a wedge with a small angle. The spheres repel each other and are repelled by the 
glass plates due to surface charges, so that squeezing the plates closer together lowers 
the areal density of the spheres in between. Thus, the gradual change in plate 
separation induces gradual density gradient along the wedge. This system exhibited 
the hexatic phase, but the topological defects found in the system were complex 
and were not consistent with the simple KTHNY picture [225]. Nearly hard spheres 
with very short-range attraction [226] have been studied in a series of samples with 
different pacldng fractions; in this case, two first-order transitions and a middle 
hexatic phase were reported [226]. However, similar colloids with purely short-range 
repulsion did not exhibit a hexatic phase during melting [227]. Arguably the most well 
defined system to investigate the hexatic phase are monolayers of magnetic spheres 
with long-range (tunable) dipole repulsion [228, 229]. Many ICTHNYpredictions have 
been confirmed within this system class including the structural properties [228], 
the dynamics [229], and the crystal's elasticity [230]. Thus, the preponderance of 
simulation and experimental evidence clearly points to the validity of the ICTHNY 
scenario in 2D systems with long-range interaction potentials [228-230, 234]. The 
evidence is less convincing, however, in systems with short-range interactions [219, 
235-238a]. Note that ICTHNY theory does not guarantee a scenario with a middle 
hexatic phase, and different 2D systems may have different melting paths as shown 
in the phase diagrams of Figure 2.21 in Ref [207]. 

The NIP A microgel particles are ideal to study 2D melting. The pair potential 
between particles is short ranged and repulsive, and temperature tuning can be used 
to vary sample volume fraction and drive the melting transition. Furthermore, 
temperature-sensitive particles enable us to follow the spatiotemporal evolution of 
the same sample area through the entire sequence of transitions. This feature is 
attra<;:tive and was not realized in previous colloidal samples that employed charged 
spheres in the wedge geometry with density gradients [225] or in the more hard­
sphere-like systems that employ a series of concentration-dependent sample 
cells [226]. In the wedge geometry, different densities are achieved at different wall 
separations that can affect correlations and the phase behavior. The same problem 
exists when maldng a series of samples; the samples are hard to mal<e uniformly and 
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it is also difficult to accurately measure and control wall separations in different 
cells [226]. Finally, the nontunable systems are more easily trapped in metastable 
glassy states [226]. By contrast, our temperature-sensitive samples start in the 
equilibrium 2D crystal ph~se and re-equilibrate rapidly after each tiny (0.2 °C) 
temperature step. They are, therefore, far less likely to be trapped in metastable 
glassy states during melting. Again, although the recent experiments using magnetic 
spheres with tunable dipole-dipole interactions [228-230] share some of these 
advantages, they also differ from the microgel experiments in a complementary 
way as a result of their long-range dipolar interactions. 

10.4.3 

2D Samples 

Samples consisted of a monolayer of NIP A spheres confined between two glass 
coverslips (see Figure 10.21). Dynamic light scattering measurements found the 
NIPA sphere hydrodynamic diameter to vary from 950nm at 20°C to 740nm at 
30 ° C. Note that we conducted this experiment with larger NIP A particles than the 
particles that are used in the 3D melting experiment (see Figure 10.8); however, the 
behavior of both samples is similar as a function of temperature. The cleaned glass 
surfaces were coated with a layer of 100 nm diameter NIP A spheres to prevent 
particle sticking. A simple geometric calculation showed that 100nm close-pacl<ed 
spheres on the surface give rise to 3 nm surface roughness for the 800 nm diameter 
spheres. This surface roughness is negligible compared to sphere polydispersity 
and wall separation fluctuations. In addition, our observations of the large sphere 
motions at lower concentrations did not find evidence for preferential spatial 
locations, that is, significant surface potentials. We increased the temperature from 
26.5 to 28.5 °C in 0.2 °C steps and recorded 5 min of video at each temperature. 

I d ~owoooo owooooooowo o 
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Microscope 

objective 

.... 
' \ 

0.1 µm NIPA spheres 

Figure 10.21 Schematic of2D sample cell. A uniform layer ofO. l µm diameter NIPA spheres 
is coated on the inner surfaces in order to avoid large NIPA particles sticking on glass walls. 
(The microscope objective is not drawn to scale.) 
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Figure 10.22 Real-space images of 2D NIPA microgel crystals at (a) crystal, (b) hexatic, and 
(c) liquid phases. (b,d,f) are the corresponding Voronoi diagrams of (a,c,e), respectively. Particles 
without six nearest neighbors are labeled by dark gray polygons. 

The dense monolayers of 800 nm spheres formed crystal domains within the 
sample cell of typical size ( 40 µm) 2, corresponding to ~ 3000 particles. Measurements 
were carried out on a (20 µm) 2 central area, well separated from the grain boundaries, 
see Figure 10.22a, c, and e. In practice, we found that grain boundaries affected only a 
few neighboring lines of particles and that melting started almost simultaneously 
throughout the crystal, both from inside the crystal domains and at the grain 
boundaries. This behavior differs qualitatively from grain-boundary melting in 
3D [141] and edge melting in 2D [174], wherein the melting starts from grain 
boundaries or edges and then propagates into the crystal. Our observations suggest 
that the interfacial energies for liquid nucleation from within crystal domains might 
be similar to those of liquid nucleation starting from grain boundaries. 

10.4.4 
Data Analysis 

Figure 10.23 shows typical particle trajectories in the three phases. From the g6(r) 
shown in Figure 10.24a, we can semiquantitatively distinguish three regimes 
corresponding to crystal, hexatic, and liquid as predicted by KTHNY theory. 
g6 (r) ~ constant (long-range orientational order) for 26.5-26.9 °C, g6(r) ~ r-TJ6, 
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Figure 10.23 Typical 70-s particle trajectories in the (a) crystal, (b) hexatic, and (c) liquid phases, 
respectively. 

(quasi-long-range order) for 27.1 - 27.5 °C, and g6 (r) ~ e- r/!;6 (short-range order) for 
27.7-28.5 °C. These three regions are more clearly resolved over three decades of 
dynamic range in Figure 10.24c and d, which plots the dynamic quantity g6 (t). 
Comparing Figure 10.24a and c, we confirm KTHNYpredictions [207] that the power 

(b\· 010~ [I!"". -~l~.~~~:::'.:~w...L...L....1....Ji.J 1 ~ L' .~,' d.:,l~ Y' 
0.75 0.8 p 0.85 0.9 0 

Figure 10.24 (a) Orientational correlation 
functions g6 (r). Minima in the oscillations are 
associated with off-lattice site particles. The five 
dashed curves are fits ofg6 (r) to e- r/"E;,_ r- 1/ 4 is 
the KTH NY prediction at hexatic- liquid 
transition point. (b) Circles are the orientational 
correlation lengths 1;6 obtained from the fits 
in (a) . The solid curve is a fit to the KTH NY 
prediction 1;6 (Q) ex e-b,/ .JQ;=Q with bs = 0.566 

30 t [s] 60 

and Q; = 0.894. These fit values, however, are 
prone to systematic error as a result offinite size 
effects [239]. (c) The orientational correlation 
function g6 (t) in time. t- 1/ 8 is the KTH NY 
prediction at hexatic- liquid transition point. 
(d) Expanded version of (c) that more clearly 
exhibits the transition from long-range to quasi­
long-range order. The 17 temperatures 
correspond to the 17 densities in Figure 10.25. 
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law decay of &6 ( t) is two times slower than that of &6 ( r), and 2Y]61 = YJ6r = 1 / 4 at the 
hexatic-liquid transition point. gy(t) and gy(r) yielded consistent results. We 
observed that gy(t) ~ t-'1 (crystal) for T < 27 cc and gy(t) ~ e-tf, (hexatic and 
liquid) for T > 27 cc. The KTHNY prediction that YlTr = 1/3 [207] at the crystal 
hexatic transition point was also confirmed. The oscillations in g6(r) and gy(r) 
correspond to the oscillations in radial distribution function g(r): the off-lattice 
particles usually have lower probability in g(r), lower l'ljJ6 1, and less correlation with 
other particles. 

Despite substantial agreement with the ICTHNY model, two major ambiguities 
arise in the traditional correlation function analysis: (i) the power law decay of g6 can 
reflect crystal-liquid coexistence rather than the hexatic phase and (ii) finite size and 
finite time effects introduce ambiguities into the correlation function curve shapes 
near transition points. For example, the T = 27.7 cc curve in Figure 10.24c appears 
to decay algebraically over the finite measured timescale, but it could also decay 
exponentially at longer times. Since the curve appears below the theoretical t-1/ 8 

transition curve, we assigned the system to the liquid phase. 
Other correlation functions, such as the spatial density autocorrelation function 

g(r), that is the radial distribution function, and the 2D structure factor s(k) can also 
be used to determine the phase transition point [225, 226]. In our experiments, 
however, these methods appeared to have more ambiguities [159] because the 
theoretical functional forms of different phases are very similar close to the phase 
transition points. 

Another function of interest is the Lindemann parameter 1 that is a measure of 
the particle mean-square fluctuation. It has been used as a traditional criterion of 
melting. For 2D melting, however, 1 diverges slowly even in the crystal phase due to 
strong long-wavelength fluctuations in 2D. To avoid such divergences, we calculated 
the dynamic Lindemann parameter 1 in a local coordinate system based on the 
neighbor positions [229, 239a]. It is defined as a bond length fluctuation, that is, 

(10.13) 

where ~rre1 is the relative neighbor-neighbor displacement, ~ui is the displacement 
of particle i, and particles i and j are nearest neighbors. As shown in Figure 10.25, 12 

converges below 27 cc; in this case, particles remain close to their lattice sites. 
Divergence of 12 is found above 27 cc; in this case, particles can more readily 
exchange positions with their neighbors via the gliding and climbing of disloca­
tions [207]. This transition at 27 cc is also consistent with our direct measurement of 
dislocation densities (see discussion below) in Figure 10.26a. 

Defect densities are helpful for distinguishing different phases. The Voronoi 
diagram in Figure 10.22b, d, and f shows typical defects in the three phases. Particles 
with nr, =I= 6 are considered to be defects. KTHNY theory suggests that the creation of 
free disloc~tions (isolated 5-7 pairs) drives the system from crystal to hexatic phase, 
and the creation of free disclinations (isolated nn = 5 or 7 defects) drives the transition 
from hexatic to liquid phase. We measured defect concentrations as a function of 
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temperature. Figure 10.26a shows that dislocations start to appear for T > 27 °C 
(Qm = 0.905), and disclinations start to appear for T > 27.7 °C (Q; = 0.875) . 
Although defect density measurements are less sensitive to finite size effects than 
the correlation functions [239], the assignment of melting volume fraction Qm based 
on defect density (Figure 10.26a) is somewhat problematic too. Problems can arise 
because (1) the data (Figure 10.26a) inevitably includes dislocations that are not 
completely "free", for example, dislocation pairs in Figure 10.27a that are nearly 
adjacent to one another, point in opposite directions, and thus give zero Burgers 
vector for a large Burgers circuit; (2) the data (Figure 10.26a) are susceptible to other 
systematic errors, for example, miscounting large defect clusters equivalent to a free 
dislocation, for example, a "free" 6-mer 5-7-5-7-5-7. In fact, Figure 10.26a very likely 
overestimates Qm because sufficient numbers of "nonfree" dislocations are needed 
before the dislocation chemical potential reaches zero and free dislocations are 
produced. Consequently, a dislocation precursor stage in the crystal phase might be 
expected. 

Note that the densities of 5nn and 7nn are the same only in perfect crystals with 
periodic boundary conditions if neglecting nn = 3, 4, 8 .. . defects [207] . In the 
experiment, we observed a density imbalance of 5n0 and 7n0 in Figure 10.26a 
because (1) our polycrystals have "free" boundary conditions, thus 5n0 and 7nn 
can be generated not only by pair but also by diffusing from boundaries [159, 207]; 
(2) any deviation from the strict monolayer limit can produce a concentration 
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Figure 10.26 (a) Thick dashed curve: nn = 5 
disclination density. Thin dashed curve: nn = 7 

disclination density. Diamonds: net disclination 

density; circJ~,~;, dislocation density fit by 
e-2bm/(Qm-Q) [207]. (b) Translational and 

(c) orientational susceptibilities. Dashed 
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Figure 10.27 Voronoi diagram of the time 
evolution of a nonfree dislocation pair at 27. l 
0 C. Dark and light polygons represent particles 

with 5 and 7 nearest neighbors, respectively. 

p 0.85 p 0.9 
m 

curve in (c) is a fit to the KTH NY prediction [23 7] 
:x:6 (Q) ex e-b,/~ with Q; = 0.90land 

bx = 1.14. Vertical solid lines partition crystal 
(regions I and II), hexatic (region Ill), and liquid 

(regions IV and V) phases as determined from 
susceptibilities in (b) and (c). Region II is a 

"dislocation precursor stage" of crystal with 
dislocations. Region IV is a prefreezing 

stage [242] of liquid with ordered patches. 

(a-c) All yield zero Burgers vector as shown by 
the closed hexagonal loop. Dislocations can 
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the same lattice line. 
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asymmetry [207]; (3) the observed higher density of n,, = 8, 9 than n,, = 3, 4 defects 
partially compensated the imbalance. The higher density of 5nu reflects their lower 
free energy compared to that of 7nu. Besides the static properties noted above, we 
observed some interesting defect dynamics. For example, dislocations often disso­
ciated from larger defect clusters (e.g., 6-mer 5-7-5-7-5-7) rather than from isolated 
pairs of dislocations (5-7-5-7 quartet), perhaps because the energy change for such 
disassociation is small. 

In order to avoid the ambiguities outlined above and determine the true Qm, we 
explored the utility of using the order parameter susceptibility, X, for finding phase 
transition points. x is a measure of the fluctuations of the order parameter in 9000 
frames. To ameliorate finite size effects, we calculated XL in different size subboxes 
within the sample (dashed curves in Figure 10.26b and c)) and then extrapolated to 
x00 , thus attaining the thermodynamic limit (see Re£ [159] for details). The sharp 
divergence/discontinuity ofXToo and x600 in Figure 10.26b and c clearly indicates the 
two transitions of the melting process. Although the magnitude of x suffered from 
size effects, the diverging point of X was robust to box size. Thus, the susceptibility 
method avoided finite-size ambiguities. The divergence of x also avoids ambiguities 
arising from the similar functional forms of other measures (e.g., correlation 
functions) near transition points. Theoretically, we expect the divergence of x to 
have better statistics than correlation function shape because x is essentially an 
integral of the correlation function. We also observed that the diverging points of 
XT were robust to small uncertainties in G, though the exact magnitude of Xr was 
somewhat sensitive to G. 

10.4.5 

The Hexatic Phase and Other Features of the Phase Diagram 

We clearly observed the middle hexatic phase that has short-ranged translational 
order, quasi-long-range orientational order, zero disclination density, and finite 
dislocation density. Furthermore, we resolve five regimes that are marked off in 
Figure 10.26 based on the various analyses we have carried out. Region I is crystalline 
with few dislocations (Figure 10.26a), convergent dynamic Lindemann parameters 
over the measured timescales (Figure 10.25), constantg6 (r),g6 (t) (Figure 10.24), and 
algebraic decay of gr(t). We tal<e region II to be a "dislocation precursor stage" in the 
crystal because dislocations have started to appear, but their density is not high 
enough for the system to reach the hexatic phase, wherein the chemical potential 
of dislocation reaches zero. In other words, the observed dislocations in region II are 
not "free." This gas of nonfree dislocations causes a softening of the crystal, an effect 
that has been observed in the crystal phase [240, 241]. The dynamic Lindemann 
parameter is divergent in region II, a direct consequence of the nonzero dislocation 
density that permits particles near dislocations to diffuse out of their cages via the 
gliding and climbing [207] of dislocations. The correlation function, g6 (t), has finite­
size ambiguity in region II. For example, the T = 27.1 °C curve in Figure 10.24d 
appears to have lost orientational order over the measured timescale, but could 
become constant at longer times. Region III is the hexatic phase as determined from 
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the 'X measurements and other analyses. In region IV, disclinations start to appear 
(Figure 10.26a), andg6 (r),g6 (t) decay exponentially (Figure 10.24). We take region IV 
to be a "prefreezing" liquid [242] because it has visible ordered patches. The nonzero 
'ljJ 6 , the splitting of the second peak in g( r), and the hexagonal shape of the structure 
factor s(k) in region IV are also indicative of the presence of ordered patches. Region 
V is the liquid phase. 

70.4.6 

The Order of the Phase Transitions 

The order of the phase transition can, in principle, be deduced from the shape of 
susceptibility curves. If the curve on the left of the diverging point and the curve on 
the right of the diverging point have the same asymptotic Q, then the transition is 
second order; otherwise, it is first order [243]. The curve shape in Figure 10.26b and c 
are consistent with second-order transitions. However, the 'XT curve shape is sensitive 
to the choice of G even though the diverging point is quite robust. For the liquid 
hexatic transition in Figure 10.26c, when we fit the left part (liquid regime) of the 
curve with the KTHNY prediction, we obtained an umeasonably high asymptotic 
transition density Qi = 0.901 as obtained in Ref [219]. This discrepancy suggests the 
hexatic-liquid transition may be more first-order-like. In addition, the continuous 
phase transitions must satisfy universality relations, while first-order transitions 
need not. Our b6s = 0.566, from Figure 10.24b, and bGx = 1.14, from Figure 10.26c, 
do notcompletelysatisfytheuniversality [237] bGx = (2-116)b6s where 1']6 = 1/4. This 
failure could be viewed as further evidence of a first-order transition; however, 
when we forced bGx and b6s to satisfy the universality relation, they still gave 
somewhat reasonable (albeit worse) fitting curves because other fitting parameters 
were adjustable too. For example, the five data points in Figure 10.24b can be fit well 
by the other two free parameters when b6s is fixed. In total, the evidence leans slightly 
to favor a first-order liquid hexatic transition, but is not sufficient to unambiguously 
exclude a second-order transition. Future work with finer control of the approach to 
the phase transition should enable us to pin down the order of two transitions more 
precisely. 

70.4.7 

Summary 

In summary, we used the divergence of susceptibilities to determine the phase 
transition points of a 2D rnicrogel suspension during the melting process. This 
approach avoided ambiguities from finite-size effects, and the diverging points were 
robust. We clearly observed the hexatic phase in a system of particles interacting 
via short-range soft repulsion potentials. Five regimes were assigned to the phase 
diagram in Figure 10.26. A number of KTHNY predictions were quantitatively 
confirmed, especially near the hexatic-liquid transition, but the order of two phase 
transitions was not unambiguously resolved due to our limited temperature 
resolution. 
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10.5 
Geometric Frustration in Colloidal "Antiferromagnets" 

10.5.l 

Background 

Geometric frustration is a phenomenon that arises when lattice structure prevents 
simultaneous minimization oflocal interactions. Arguably the most famous example 
of geometric frustration arises in the context of antiferromagnetic (AF) materials. 
AF Ising spins on a 2D triangular lattice have strong geometric frustration. The 
problem was famously studied by Wannier in 1950 [244, 245]. Consider three spins 
on a triangle shown in Figure 10.29a. When two spins are arranged to be antiparallel 
to satisfy their antiferromagnetic interaction, the third one has no way to be 
antiparallel to both of the other spins. Thus, it is impossible to simultaneously 
satisfy all nearest-neighbor interactions on a triangular lattice. In contrast, antifer­
romagnetic Ising spins on a square lattice have no geometric frustration because 
every spin can be antiparallel to all four of its nearest neighbors (see Figure 10.28b). 
Frustration leads to materials with many degenerate ground states. Figure 10.28c 
is one possible ground state with a striped configuration wherein each triangular 
plaquette has two satisfied bonds and one frustrated bond, and Figure 10.28d and 
e denotes more general ground-state configurations. By removing all frustrated 
bonds and drawing in all satisfied bonds only in the latter configuration, the 
ground state can be viewed as a stack of cubes (see Figure 10.28f and g) [246]. The 
ground states and cube stacks have one-to-one correspondence, thus there are many 
possible ground states because there are many ways to pack cubes. 

For the 2D triangular lattice, there are W ~ e03231N ground states [244, 245], and 
thus the system has an extensive entropy at zero temperature, that is, S ~ 0.3231Nk8 , 

where N is the number of spins in the system. The triangular lattice antiferromagnet 
is the only geometrically frustrated 2D Bravais lattice, and it therefore plays an 
important role within the theory of cooperative phenomenon in 2D. However, 
although the model outlined above is a prototypical frustrated magnet, progress 
studying it has suffered from a lack of experimental realization. 

Broadly speal<ing, geometric frustration arises in many physical and biological 
systems [247] ranging from water [248] and spin ice [249] to magnets [250-252], 
ceramics [253], and high-Tc superconductors [254]. Traditionally, these phenomena 
have been explored in atomic materials by ensemble averaging techniques such as 
neutron and X-ray scattering, muon spin rotation, nuclear magnetic resonance, and 
heat capacity and susceptibility measurements [252, 253]. Artificial arrays of meso­
scopic constituents have also been fabricated to probe geometric frustration at the 
single-"particle" level. Examples of the latter include Josephson junctions [255, 256], 
superconducting rings [257, 258], ferromagnetic islands [259], and recent simula­
tions [260] of charged colloids in optical traps. Observations in these model systems, 
however, have been limited to the static patterns into which these systems freeze 
when cooled. Thus, many questions about frustrated systems remain unexplored, 
particularly those associated with single-particle dynamics. 
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(a) (b) 

Figure l 0.28 Schematics of ground states 
antiferromagnetic Ising spin 2D lattices. (a) The 
ground state of AF spins in triangular unit 
lattices, each triangle has two satisfied and one 
frustrated bonds. (b) The ground state of AF 
spins in a square lattice. All bonds (nearest­
neighbor interactions) are satisfied. (c) One 
possible ground state of triangular AF spin 
lattice with a striped configuration. (d) A more 
general ground state, the up-down arrows 
represent spins that are surrounded by three up 

(c) (d) 

(g) 

and three down spins, thus each of them can be 
up or down. The configuration shows that the 
ground state is highly degenerate. (e) Another 
ground-state configuration, each triangular 
plaquette has one frustrated and two satisfied 
bonds. Here, open (closed) circle denotes as up 
(down) state. (f) The same configuration of 
(e) where only satisfied bonds are shown. 
(g) Rhombuses in (f) with three orientations are 
painted by three gray scales so that the ground 
state can be better viewed as a cube stack. 

The buckled colloidal monolayer provides an elegant model system for measur­
ing the single-spin. static and dynamical properties of a geometrically frustrated 
system. It is readily constructed by confining colloidal spheres between two parallel 
walls. When the wall separation is about 1.5 sphere diameter, the particles assemble 
(at high packing fraction) into a budded triangular lattice with either up or down 
displacements analogous to an antiferromagnetic Ising model on a triangular 
lattice. Buckling minimizes system free energy F = U-TS, where U is the internal 
energy, T is temperature, and S is the entropy; spheres move apart to lower their 
repulsive interaction potential energy U and to increase their free volume V, which 
in tum leads to an entropy increase with S ex: ln V. The effective repulsion causes 
spheres to move to the top or bottom sample wall. Nearest neighbors maximize free 
volume by moving to opposite walls (see Figure 10.29b). Furthermore, by using 
microgel spheres, the effective antiferromagnetic interactions can be tuned by 



2681 7 0 Melting and Geometric Frustration in Temperature-Sensitive Colloids 

order 

Figure l 0.29 (a) Three spins on a triangular 
plaquette cannot simultaneously satisfy all AF 
interactions. (b) For colloids confined between 
walls separated of order 1.5 sphere diameters 
(side view), particles move to opposite walls in 
order to maximize free volume. (c and d) Ising 
ground-state configurations wherein each 
triangular plaquette has two satisfied bonds and 

(b) 

®·®· .(f) 

0 

one frustrated bond. (c) ,Zigzag stripes 
generated by stacking rows of alternating 
up/down particles with random side-wise shifts; 
all particles have exactly two frustrated 
neighbors. (d) Particles in disordered 
configurations have zero, one, two, or three 
frustrated neighbors (gray hexagons). 

changing microgel particle diameter, and therefore the samples can be driven from 
spin liquid to glassy states. Once again, this class of colloid experiment provides 
access to new physics, in this case bridging the fields of frustrated magnetism and 
soft matter. 

Buckled colloidal monolayers were first observed more than two decades ago 
[233, 261, 262], and the AF analogy was then suggested [262, 263]. On the basis of 
Koshikiya and Hachisu's colloidal monolayer image [263], Ogawa suggested the AF 
analogy and estimated the probabilities of different local configurations in ground 
state. However, image analysis was not readily available in the 1980s limiting the 
quantitative study of the experiment. To date, few quantitative measurements have 
been performed on this system class, and the themes explored by most of the early 
work centered largely on structural transitions exhibited by colloidal thin films as a 
function of increasing sample thickness [233, 262, 264, 265], rather than their 
connection to frustrated antiferromagnets. In a wedged sample, the following 
sequence of crystal phases has been observed as a function of increasing wall 
separation [262]: monolayer triangular lattice, buckled monolayer (i.e., our config­
uration), two-layer square lattice, two-layer triangular lattice, three-layer square 
lattice, three-layer triangular lattice, and more. Simulations studied the nature of 
these solid-solid phase transitions and provided quantitative phase diagrams for 
hard spheres [220, 266, 267]. Usually, the crystal domain size formed by traditional 
colloids is not large, however [233, 262, 263, 265]. The diameter tunable spheres 
permit us to anneal the buckled crystals near the melting point and form larger 
crystals with better quality. 
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Figure 10.30 Buckled monolayer of colloidal 
spheres. (32 µm)2 areaatT = 24.7°( (a-c) and 
27. l °C (d-f). Bright spheres: up; dark spheres: 
down. (b and e) Labyrinth patterns obtained by 
drawing in only the frustrated up-up (dark gray) 
and down-down (light gray) bonds. (c and f) 

10.5.2 
The Experimental System 

Corresponding Delaunay triangulations. Black 
dots mark defects in the triangular lattice, that 
is, particles without six nearest neighbors. 
Thermally excited triangles with three spheres 
up/down are labeled by dark gray/light gray. 

The experiments employ densely packed spheres confined by parallel glass walls. 
Microgel spheres are cross-linked with PMMA (polymethyl methacrylate) at their 
surfaces to prevent sticldng to glass walls. For walls separated by a distance of about 
1.5 sphere diameter, the particles maintain in-plane triangular order but buckle out 
of plane (see Figure 10.30a and d). Samples were equilibrated at low volume fraction 
near the melting point to produce 2D crystal domains with~ 104 spheres covering an 
area of order (60 µm) 2

. Video microscopy measurements were carried out far from 
grain boundaries on a~ (32 µm)2 central area (~2600 spheres) within the larger 
crystal domain. Below 24 °C, the system is jammed and no dynamics is observed and 
above 27.5 °C the in-plane crystals melt Our primary measurements of the frustrated 
states probe five temperatures in between, from24.7to 27.1 °Cin0.6 °C steps. In this 
range, the hydrodynamic diameter of the particles decreases linearly with temper­
ature from 0.89 µm to 0.76 µm, while the average in-plane particle separation 
remains constant. We slowly cycled through this temperature range and hysteresis 
was not observed. 
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70.5.3 
Antiferromagnetic Order 

Typical frustrated samples are illustrated in Figure 10.30. Figure 10.30a and d shows 
roughly half of the spheres as bright because they are in the focal plane of the 
microscope; the other half, located close to the bottom plate, are slightly out of focus 
and appear darker. To analyze these images, we discretize the continuous brightness 
profile of the particles into two Ising states withs; = ±1 (see Figure 10.30). 

The nature of the frustrated states can be exhibited in different ways in processed 
images based on the data in Figure 10.30a and d. One way focuses on the "bonds" 
between particles. We refer to the line connecting a pair of neighboring particles in 
opposite states (s;s1 = -1) as a satisfied bond, thatis, a bond that satisfies the effective 
AF interaction, and we refer to the line connecting up-up or down-down pairs 
(with s;s1 = 1) as a frustrated bond. Images of these bonds (Figure 10.30b and e) show 
that the frustrated bonds form an almost single-line labyrinth (Figure 10.30b) at low 
temperature that then form small domains (Figure 10.30e) at high temperature. 
AF order can also be characterized by the average number, ( Nr), of frustrated bonds 
per particle. In the limit of weak interactions, that is, T----> co, an Ising system will 
choose a completely random configuration with half of the six bonds satisfied and 
half frustrated, leading to (Nr) = 3. In the limit of strong interactions, thatis, T = 0, 
on the other hand, each triangular plaquette will have one frustrated bond (see 
Figure 10.29a), a third of the bonds are frustrated, and therefore (Nr) = 2. (Nr) is 
essentially a linear rescaling of the density of excited triangles (3 up or 3 down) in 
Figure 10.30c and f, which ranges from O in the AF Ising ground state to 0.5 for a 
random configuration. By analyzing the experimental movies, we found that (Nr) 
decreased from approximately 2.5 to 2.1 in the temperature interval 27 .1-24. 7 ° C (see 
Figure 10.31). 

10.5.4 

Stripes and the Zigzagging Ground State 

Ideal geometrically frustrated systems are highly degenerate with extensive entropy 
at zero temperature. However, the third law of thermodynamics dictates that system 

0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8 
Normalized Brightness Normalized Brightness 

Figure 10.31 Histograms of particle brightness normalized to [O, l]. The histogram has a bimodal 
distribution where ~50% of the particles were darker/brighterthan the central minimum point for all 
temperatures. 
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entropy vanish as T---+ 0. This suggests a problem with the Wannier model. Of 
course, the model is an idealization using a rigid lattice and including only nearest­
neighbor interactions. In real materials, subtle effects, for example, anisotropic 
interactions [268], long-range interactions [269], boundary conditions [270], and 
lattice distortions [271, 272] can relieve frustration. 

The partially ordered zigzagging striped sample observed at high volume fraction 
in Figure 10.30a and bis an example of a frustration relief by symmetry-reducing 
lattice distortions. In the colloidal monolayer, the triangular pacldng is self-assem­
bled, and (like atoms in real solids) the particles are not forced to remain at fixed 
positions on the lattice [273]. This deformability, and the fact that the free volume of 
the system is a collective function of all particle positions, breaks the mapping to 
simple Ising models with pair-wise additive nearest-neighbor interactions. In short, 
the Ising ground state is a single-line labyrinth with Nf = 0, 1, 2, 3 and (Nf) = 2, 
while the colloidal spheres' real ground state appears to be a subset of the Ising 
ground states, including nonbranching single-line labyrinths with Nf = 2 in the 
bulk. 

We can understand zigzagging stripes as a ground state by viewing them as 
random stacks of ordered lines of alternating up and down states, see Figure 10.29c. 
Notice that the straight and zigzagging stripes are essentially a 2D analogy of the face­
centered cubic and randomly hexagonal close packed (rhcp) [274] structures in 3D. 
Equal-sized spheres can be most efficiently packed in 3D by stacldng hexagonal close­
packed 2D layers, that is, fee orrhcp. Ordered stacldng as ABCABC. .. (fee) orrandom 
stacking such as ABACB ... (rhcp) has the same volume fraction, simply because 
nonneighbor layers cannot affect each other. For a similar reason, zigzagging stripes 
have the same high closed pacldng area fraction as the straight stripes. In 
Figure 10.29c, the disordered stack sequence is random along the vertical direction 
and hence yield ~ 2,/N configurations. Consequently, the ground-state entropy 
S ~ -/N is subextensive. 

10.5.5 

Dynamics 

Real-time videos permit direct visualization of" spin flipping", as well as the motions 
of thermal excitations and defects, in frustrated systems for the first time. The ability 
to track particle dynamics at the "single-spin" level will likely be the most important 
contribution of the colloid experiments to the frustration subfield. Thermal excita­
tions, for example, labeled as colored triangles in Figure 10.30c and f were typically 
found to be generated/annihilated in pairs due to the flipping of a particle shared by 
the two triangles; isolated thermal excitations, on the other hand, appear to be quite 
stable. Similarly, if we simply follow the up-down spin trajectory of single particles, 
then we should obtain a range ofinteresting dynamics. An example of spin trajectory 
as a function of time is shown in Figure 10.32. 

As the first step toward quantifying these effects, we first extract the full time spin 
trajectory, s1(t), of each particle i. In Figure 10.33b, the ensemble-averaged single­
particle temporal spin autocorrelation function, that is, 
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Figure 10.32 A typical trajectory of a single "s pin" flip. + (- ) l denotes an up (down) Ising state. 

C(t) = [(si( t)s,(O)) - (s;)2]/[(sf) - (s;)2] (10.14) 

is plotted as a function of temperature. The function is averaged over all particles that 
are not located at lattice defects. The correlation function cannot be well fitted by a 
power law or an exponential, but it can be fit to a stretched exponential form, that is, 
C(t) = exp [- (t/1l]. The measured relaxation time,: exhibits a dramatic increase as 
the particles swell at low temperature, while the extracted stretching exponent ~ 
decreases . 

This behavior is suggestive of dynamics similar to those found in glasses. We 
speculate that particles in the frustrated system experience a complex energy 
landscape wherein transitions between different local configurations have different 

10° 

104 

8' 10-1 
103 

102 

101 0.4 

100 0.2 

10-1 0 
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Figure 10.33 Single "spin" autocorrelation functions (Equation 10.14 averaged over all particle 
trajectories. Lines are fits to stretched exponentials C(t) = exp[-(t/1lJ. with ,: and ~ given in 
the inset. 
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energy barriers and decay rates. It is not dear why the final averaged autocorrelation 
function can be fitted so economically by a simple stretched exponential form with 
only two free parameters. The stretched exponential behavior has been referred to as 
"one of Nature's best-kept secrets [275]," and it is possible that these geometrically 
frustrated colloids, with measurable single-particle dynamics, could once again 
provide a fresh platform from which to tackle this interesting challenge. For example, 
it should be possible to measure the correlation functions and flip rates of spins 
sitting in different local environments. We have begun computations along these 
lines [160]. 

Finally, in a different vein, defects in the underlying lattice can strongly affect the 
properties of frustrated systems. However, detailed lmowledge about the role of 
defects in frustrated systems is very limited. Our experiments permit us to directly 
visualize defects nucleating, annihilating, and diffusing, see Figure 10.30c and f. 
By comparing trajectories containing different numbers and types of defects, our 
initial studies suggest that defect particles have faster in-plane diffusion and slower 
flipping dynamics than the average of the particles with six nearest neighbors. 

10.5.6 
Summary 

We have demonstrated two-dimensional colloidal frustrated antiferromagnets. 
Colloidal microgel spheres with tunable diameter self.assemble to buckled mono­
layer crystals and form a system analogous to the triangular lattice antiferromagnetic 
Ising model. By tuning volume fraction, we found that at high compaction, in-plane 
lattice deformation relieves most frustration and yields a zigzag stripe ground state 
with subextensive entropy. We measured spatial correlations and the statistics of 
various local configurations as well as their flipping rates and found strong depen­
dences on arrangements of neighboring particles. As the glassy phase is approached, 
we observed dramatic slowing of the dynamics and formation of stretched expo­
nential correlation functions. Single-defect dynamics were directly visualized and 
measured for the first time. The new system opens the door for the study of detailed 
single-particle dynamics in frustrated systems and begins an exploration of the 
connections between the frustrated soft materials and the more studied frustrated 
magnetic and related materials. 

10.6 
Future 

Many more directions for fundamental physics experiments with NIP A microgel 
particles should be explored. Interesting new model systems will be created in the 
future. For example, very recent experiments have shown that NIP A particles are 
ideal for investigating thin-film melting [163b], 2D freezing [163b], jamming [163] 
and glassy behaviors [161, 162], dynamic heterogeneity, and even the crystal-to-glass 
transition. In principle, the microgel systems permit creation of frustration in other 
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contexts; for example, by filling thin cylinders with spheres, one can mimic a lD 
chain of xy-spins [276]. Another exciting experimental arena, which need not even 
involve the development of new systems, concerns the perturbation and active 
manipulation of existing samples using laser tweezers and other tools. For example, 
potential energy landscapes for the particles can be created using laser tweezers of 
varying strength and periodicity (including rigid lattices), enabling experimenters to 
explore the role of lattice deformability on the dynamics and the creation of 
structure. Optical tweezers or magnetic traps can also be used to flip and to move 
individual spins, and video microscopy can be used to probe the resulting system's 
responses. Light beams can even be used to locally heat a region within the sample, 
causing the energy landscape to "reset" and permitting experimenters to understand 
different classes of response. 

Indeed, research in this subfield of soft matter appears promising for years 
to come. 
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