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Vibrational and structural signatures of the crossover between dense glassy
and sparse gel-like attractive colloidal packings
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We investigate the vibrational modes of quasi-two-dimensional disordered colloidal packings of hard colloidal
spheres with short-range attractions as a function of packing fraction. Certain properties of the vibrational density
of states (vDOS) are shown to correlate with the density and structure of the samples (i.e., in sparsely versus
densely packed samples). Specifically, a crossover from dense glassy to sparse gel-like states is suggested by an
excess of phonon modes at low frequency and by a variation in the slope of the vDOS with frequency at low
frequency. This change in phonon mode distribution is demonstrated to arise largely from localized vibrations
that involve individual and/or small clusters of particles with few local bonds. Conventional order parameters
and void statistics did not exhibit obvious gel-glass signatures as a function of volume fraction. These mode
behaviors and accompanying structural insights offer a potentially new set of indicators for identification of
glass-gel transitions and for assignment of gel-like versus glass-like character to a disordered solid material.
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I. INTRODUCTION

Though gels are a common component of consumer
products and biological systems, they are a poorly defined state
of matter [1]. The term “gel” is used to describe virtually any
low-density, spatially heterogeneous disordered material with
solid-like properties. Such materials form from collections
of particles with sufficiently strong attraction, including
colloidal particles in polymer solutions that aggregate via
depletion forces [2], clay disks with anisotropic electrostatic
interactions [3], and carbon nanotubes in solution [4]. The
morphology of these structures depends on details of their
interparticle interactions and assembly dynamics [1], and as
a result of these underlying complexities, a single unifying
physical description of gels has been elusive.

Glasses, or disordered dense solid packings, are better
characterized states of matter than gels. Nevertheless, the
underlying physics of glassy materials is still an active area of
research with many open questions [5–7]. Recent theoretical
and experimental work has used the observation of vibrational
modes in these systems to characterize the approach to the
unjamming transition [8–11], and to predict the location of
rearrangement-prone regions [12–17]. Insights derived from
vibrational modes, however, have typically been limited to
dense glassy packings of particles with repulsive interactions,
i.e., repulsive glasses. Glassy packings of particles with
attractive interactions, i.e., attractive glasses, are structurally
and dynamically different from repulsive glasses [18–22] and
have vibrational properties which are not as well studied.

Here we carry out experiments which aim to distinguish
gels from attractive glasses, especially in the crossover regime
of intermediate density. Generally, no obvious structural dif-
ferences distinguish a very dense gel from a porous attractive
glass. Distinguishing gels and glasses based on dynamics is
also difficult, since gels share several characteristic traits of
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glassy materials, such as dynamical heterogeneity [23], and
a prevalence of low-frequency vibrational modes compared
to crystalline solids [11,24]. Recent efforts to characterize
the crossover from attractive glasses to gels have focused
on two-step rheological yielding [25], changes in time scales
of slow relaxation processes [26], scaling of bulk elastic
properties [27], and deviations of a phase boundary line from
percolation theory [28]. However, a distinct microstructural or
localized dynamical signature of the gel-to-glass crossover has
not yet been observed in “static” samples, e.g., in unsheared
ensembles of strongly attractive particles. Such a distinction
could facilitate identification of materials with gel-like versus
glass-like properties without significant perturbation of the
sample.

Experiments in this contribution aim to distinguish gel-
like and glassy states by exploring packing-fraction-driven
changes in the vibrational modes of quasi-two-dimensional,
dynamically arrested, thermal samples of colloidal particles
with attractive interactions. When the sample packing fraction
is decreased below a particular value, we observe a marked
increase in the number of low-frequency modes of the sample’s
vibrational density of states (vDOS) and a marked change in
the slope of the vDOS versus frequency at low frequencies.
These behaviors differ from those that are qualitatively
expected for attractive glassy packings. Therefore, we suggest
that these vDOS features can serve as a marker of gel-like
vibrational behavior. Further, we find that these low-frequency
modes are predominantly associated with particles that have
low local coordination. Such localization is qualitatively
similar to the localization of transverse modes to poorly
coordinated particles, as observed in simulations of very dilute
gels [24].

The appearance of these localized vibrational modes thus
suggests that gel-like packings may be distinguished from
glassy packings via unique microstructural features. The
mode behaviors and accompanying structural insights offer a
potentially new set of indicators for identification of glass-gel
transitions and/or for assignment of gel-like versus glass-like
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character to a disordered solid material. In addition to vDOS,
we investigate the variation of void properties and distribu-
tions, as well as a range of conventional order parameters and
correlation functions; none of these exhibit obvious gel-glass
signatures as a function of volume fraction.

II. EXPERIMENTAL DETAILS AND METHODS

We create dense attractive colloidal monolayers in a
manner that ensures observable Brownian motion. Bidisperse
suspensions of 1.0 and 1.4 μm carboxyl-modified polystyrene
(PS) colloidal spheres (Invitrogen) in a 1:1 number ratio are
suspended in a mixture of water and 2,6-lutidine near its
critical composition, i.e., with a lutidine mass fraction of 0.28.
At a critical temperature of 306.5 K, this solvent mixture
induces a wetting-mediated short-range attractive interaction
between particles with a strength of ≈4 kBT [29–33]. We
load dilute suspensions of these particles (1% wt/wt) between
two hexamethyldisilazane (HMDS) functionalized glass cover
slips separated by a 25-μm spacer. This sample is then placed
on an inverted microscope with an oil-immersion objective that
can be heated to the colloidal aggregation temperature using a
high-temperature stability objective heater (Bioscience Tools).

By carefully cycling the temperature of the sample into and
out of the colloidal aggregation regime, we create monolayers
of particles on the bottom surface of the cell that are stabilized
by a corresponding weak attraction to the wall. After acquiring
bright-field microscopy video of the resulting monolayers at
60 frames per second, we employ subpixel particle tracking
algorithms [34] to calculate each particle’s trajectory within
a 60×80 μm section of the packing (1500–3000 particles,
depending on φ). We characterize the structure and dynamics
of these stable monolayer packings from these trajectories.

Depending on the initial concentration of colloids in
suspension, the resulting monolayer packing can range from

a sparse, barely percolating structure with area fraction
φ = 0.50 ± 0.01, to a homogeneous, dense packing with
φ = 0.84 ± 0.01, as shown in Figs. 1(a)–1(f). The use of
water-lutidine based wetting rather than a depletion-induced
attraction enables us to keep the viscosity of the solvent
low, which minimizes damping in the packings. Additionally,
by forming the packing on the bottom surface of a larger
cell (i.e., instead of confining it in cells of thickness close
to a single particle diameter), we reduce damping effects
from confinement, and we avert changes in water-lutidine
phase behavior, which are sometimes observed in confined
geometries.

III. RESULTS AND DISCUSSION

A. MSD and structure

Thirteen different packings with area fractions ranging
from 0.50 � φ � 0.84 were examined. We first discuss the
structure and traditional displacement dynamics. Discontinu-
ous changes in average structural properties are not apparent
among the dense, spatially homogeneous (which we later iden-
tify as glass-like) and the sparse, spatially heterogeneous (later
identified as gel-like) packings. Though the packings become
continuously more spatially heterogeneous with decreasing
φ [see Figs. 1(a)–1(f)], a substantive change in common
structural measures is not apparent. For example, the pair
correlation functions, g(r), remain qualitatively similar [see
Fig. 1(g)]; specifically, the peak positions at one to two particle
separations, and up to several particle lengths, are the same for
all samples within our measurement error. Thus, if a structural
hallmark of the gel-to-glass crossover exists, it is hidden from
view in g(r). The narrow width of the first peaks in g(r)
reflects the relatively small polydispersity of our particles (3%
or smaller) and gives us further confidence about the quality
of the particle tracking (see Supplemental Material [35]).

FIG. 1. (Color online) Bright-field microscopy images of bidisperse attractive PS monolayer packings at various densities, with contrast
and brightness enhancement for clarity, and with total area fractions of (a)–(f) 0.50 � φ � 0.84 (all ±0.01); gel-like packings [φ < 0.67,
(a)–(c), see text] have a dashed red frame. The field of view is approximately 60×80 μm. (g) Pair correlation function g(r) of the most dense
(φ = 0.84, blue solid line) and most sparse (φ = 0.50, red dotted line, shifted by +1.0) packings. Note that g(r) is normalized by the particle
number density; therefore, the magnitudes of the first peaks are not directly proportional to the packing fraction φ. (h) Average number of
nearest neighbors, NN, as a function of φ. See text for discussion of linear fits.
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In a different vein, we measured the particle mean squared
displacement (MSD) as a function of volume fraction (see
Supplemental Material [35]). The MSD data at the different
volume fractions were somewhat noisy, but they exhibited
similar temporal trends without distinct or sharp features that
might signal differences between gel and glass states.

We also studied the average number of nearest neighbors.
Here, nearest neighbors are defined as particle pairs with
spatial separations closer than the distance set by the dip just
after the third peak in g(r). The average number of nearest
neighbors per particle, NN, increases roughly monotonically
with volume fraction [Fig. 1(h)]. This behavior is expected
(on average), since the total perimeter on the voids should de-
crease with increasing particle packing fraction (on average).
Interestingly, when all samples are included, the data is fit
reasonably well by a single line with slope 2.9 ± 0.6 [dashed
line in Fig. 1(h)].

We next exhibit the distribution of void areas and void
perimeters in the 13 samples. (Note that only those voids whose
size was comparable to or larger than the area occupied by a
single small particle are included in the analysis.) Broadly
speaking, the void data do not exhibit any behaviors that can
be interpreted as a gel-glass crossover transition. The most
important findings are summarized in Fig. 2. In Fig. 2(a),
we show the number of voids, Nv , for all samples. As one
would expect, Nv generally decreases with increasing φ. For
every individual void, we also measure the void perimeter, Pv ,
and void area, Av . Interestingly, the measured Pv versus Av

follows a power law when data from all φ are included [see
Fig. 2(b)]. We next computed the total area and total perimeter
of all voids in each sample. Figures 2(c) and 2(d) plot these
parameters, i.e.,

∑
Av and

∑
Pv , respectively, as a function of

φ. As expected,
∑

Av decreases linearly with φ (on average).∑
Pv(φ) varies in a similar way with φ (on average), with one

exception; in the sample with the volume fraction, φ ≈ 0.50,

FIG. 2. Void statistics for all voids larger than the size of a single
particle. (a) Number of voids, Nv , as a function of φ; the line is a
guide for the eye. (b) Void perimeter, Pv , as a function of void area,
Av , for all voids and all φ. The solid line shows a power law fit. (c)
Total void area,

∑
Av , as a function of φ with linear fit. (d) Total void

perimeter,
∑

Pv as a function of φ; the line is a guide for the eye.

the total void perimeter is considerably smaller than the
∑

Pv

of samples with slightly higher packing fractions. We believe
this deviation from average behavior is a statistical anomaly
due to a greater number of large voids in this particular sample
(see Supplemental Material) [35]. In fact, the consequence of
this behavior is also apparent in our nearest neighbor data (see
discussion below).

B. Vibrational mode analysis

Interestingly, differences between sparse and dense pack-
ings can be readily identified in their vibrational mode spectra.
Here we follow previous work in order to calculate vibrational
modes of these samples from particle trajectories [11,36–38].
We first calculate the time-averaged covariance matrix Cij =
〈ui(t)uj (t)〉t , where ui(t) are particle displacements from
their average positions. In the harmonic approximation, the
covariance matrix is directly related to the matrix of effective
spring constants, K , connecting particles in an undamped
“shadow” system, i.e., by (C−1)ij kBT = Kij . The dynamical
matrix of this “shadow” system, D, is related to K; i.e.,
Dij = Kij/mij , where mij = √

mimj is the reduced mass and
mi is the mass of particle i. The eigenvalues of the dynamical
matrix give the squared frequencies of vibrational modes of the
system, ω2, and the corresponding eigenvector components,
⇀
e i(ω), represent the displacement amplitudes of the given
vibrational mode at particle i.

We calculate the mode eigenfrequencies and eigenvectors
for the 13 packings, using Nf = 104 frames for each packing.
In carrying out this procedure we perform a fit, described
in detail in previous work, that adjusts the high-frequency
mode frequencies to their expected values (i.e., calculated from
an infinitely long time track) which are shifted due to finite
statistics [39–42].

Per tracking, an important processing step, which helps
avoid anomalous shifting of particle position due to image
overlap, is to set the correct value for the anticipated particle
diameter when applying the band-pass filter to identify
particles. Per noise effects more broadly, we tested for the
influence of positional noise by adding random noise to the
particle positions in the data; the effect of this noise was
sometimes evident in the vDOS at high phonon frequency, but
it did not affect the low-frequency vDOS, which are used to
distinguish gels from glasses. (Note that many of these issues
have been explicitly addressed in Ref. [40].) Finally, we remind
the reader that it is important that particle rearrangements do
not occur in the data streams we use to compute the vDOS,
i.e., that the packing is in a “permanent” potential. Sparsely
packed samples are more susceptible to this issue than densely
packed samples, but the fact that all particles are bound to one
another via strong attractive interactions has an overall effect
that tends to reduce particle mobility compared to samples with
largely repulsive interactions (i.e., even on the void perimeter).
Nevertheless, a small number of excursions could occur. To
this end, we measured all systems for 105 frames, and we only
analyzed intervals of 104 consecutive frames, wherein, to the
best of our ability, we were unable to discern rearrangements.
We also carried out several tests to identify candidate particles
for large motions (in the six gel-like samples, about 30 particles
were found to move >100 nm and were correlated with a large
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amplitude localized modes) and to ascertain their possible
effects. We computed the vDOS with and without all particles
that moved >100 nm. The vDOS data remain essentially the
same (see figure in Supplemental Material) [35], and even
the minor differences observed are likely a result of variation
in total number of eigenmodes (due to different numbers of
particles in each sample).

The resulting vDOS exhibits a pronounced variation in the
distribution of low-frequency modes with respect to changes
in packing fraction [Fig. 3(a)]. While all vDOS plots show a
peak at the mean frequency, ω̄, and a plateau at slightly lower
frequencies (0.1 < ω/ω̄ < 0.4), distinct behaviors are seen at
the lower frequencies (ω/ω̄ < 0.1). Notably, the slope of the
vDOS with respect to frequency, ω, varies both in magnitude

FIG. 3. (Color online) (a), (b) Vibrational density of states as a
function of frequency, w, calculated from the eigenmode distributions
in packings with φ < 0.67 (i.e., six packings with φ = 0.50, 0.55,
0.56, 0.62, 0.64, and 0.65, each ±0.01) (red lines) and φ > 0.67
(i.e., seven packings with φ = 0.69, 0.74, 0.80, 0.80, 0.81, 0.82,
and 0.84, each ±0.01) (blue lines). Thin, faded lines indicate vDOS
for individual packings; thicker lines are the average vDOS for all
packings in the sparse (φ < 0.67, red) and dense (φ > 0.67, blue)
regimes. Panel (a) shows vDOS curves calculated from all modes;
(b) shows vDOS curves calculated discounting highly localized
modes (p < 0.2). (c) Low-frequency slope of vDOS (for ω/ω̄ � 0.1)
as a function of φ counting all modes [from (a), solid symbols]
and discounting highly localized modes [from (b), open symbols].
Horizontal lines and boxes show average values and standard
deviations for gel-like (φ < 0.67) and glass-like (φ > 0.67) systems
using all modes, as well as for all φ but discounting highly localized
modes. (d) Low-frequency value of vDOS as a function of φ counting
all modes [from (a), solid symbols] and discounting highly localized
modes [from (b), open symbols]. Horizontal lines and boxes are
used analogous to those in (c). (e) Histogram of participation ratio
p(ω/ω̄ < 0.1) for packings with φ < 0.67 (open red squares) and
φ > 0.67 (solid blue squares).

and in sign at low frequencies as a function of volume fraction.
Further, a substantial increase in the relative number of modes
is evident in the sparser packings (φ < 0.67) at low frequency;
this effect is suggestive of a possible crossover from a glassy
to a gel-like state.

More specifically, for all packings with φ > 0.67, the
density of states decreases with decreasing frequency, while
for all packings with φ < 0.67, the vDOS increases with
decreasing frequency. The general shape of the vDOS
curve for denser packings qualitatively resembles the vDOS
for model packings slightly above the jamming transition
[8–10]; it has a high-frequency peak, a plateau at intermediate
frequencies (which, in our experiments, fall in the range
of 0.1 < ω/ω̄ < 0.4), and a dropoff below a characteristic
frequency, ω�. Since our theoretical understanding of the
low-frequency behavior depends on the assumption that spatial
fluctuations are suppressed [43], this result might be expected
for the densest, spatially uniform (but disordered) packings.
However, it is surprising that this result extends to samples
with observable gaps, holes, and spatial heterogeneity larger
than a single particle diameter (0.69 < φ < 0.80). We thus
describe all packings that exhibit this downturn in low-ω vDOS
as exhibiting “dense” or “glassy” behavior.

The vDOS of sparser packings (φ < 0.67) is increasing
for ω/ω̄ < 0.1, and it therefore does not closely resemble
a conventional glassy mode distribution at low frequencies.
In simulations of uniform glassy packings in stable “lowest
density” configurations, a dropoff at low frequencies is not
always observed [8–10]. Instead, in these simulations, the
plateau value at intermediate frequencies extends to arbitrarily
low frequencies near the unjamming transition. An increase in
vDOS above this plateau value is therefore not predicted from
the behavior of purely repulsive glasses, nor easily understood
in the context of spatially homogeneous packings. We thus
ascribe these packings that exhibit an upturn to have “sparse”
or “gel-like” vDOS behavior.

Additionally, the low-frequency vDOS curves have similar
slopes for both all sparse (φ < 0.67) and all dense (φ > 0.67)
packings, respectively. Within these groups, obvious mono-
tonic changes as a function of φ are not readily apparent.
These observations suggest that the appearance of additional
low-frequency modes might not be directly related to contin-
uous changes in density, coordination number, and/or spatial
heterogeneity.

C. Localization of signature gel-like modes

Quantification of the spatial distribution of low-frequency
modes provides insight into the structural nature of the φ-
mediated change in the vDOS curve. We find the localization
of each mode by calculating its participation ratio, p(ω) =
[
∑

i |
⇀
e i(ω)|2]2/[

∑
i |

⇀
e i(ω)|4]. This parameter has a value

close to or greater than 0.5 for extended modes, and has
lower values when modes are localized. When we compare
the distributions of p in low-frequency modes (ω/ω̄ < 0.1)
for different φ, we find that the sparser packings have more
modes with lower p [Fig. 3(c)]. Equivalently, these sparser
packings have more highly localized low-frequency modes
than their denser counterparts. To determine how these highly
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a

b

FIG. 4. (Color online) Plots of particle locations from a sparse
packing (φ = 0.64 ± 0.01) overlaid with polarization eigenvector
components corresponding to two modes with similar frequency
[ω/ω̄ = 0.019 (a) and 0.021 (b)] and significantly different local-
ization [p = 0.32 (i.e., a more extended mode) (a) and p = 0.069
(i.e., a more localized mode) (b)].

localized modes contribute to the shape of the vDOS curves,
we recalculate the density of states for both sparse and dense
packings, neglecting all modes with a p < 0.2 [Fig. 3(b)].
While the shape of the vDOS curves for dense packings
remains largely unchanged, the low-frequency vDOS increase
observed in sparse packings disappears, yielding curves similar
in shape to those of the denser packings. This observation
implies that the deviation of low-frequency modes from typical
glassy behavior comes from the occurrence of highly localized
vibrational modes.

By closely examining the distribution and placement of
the localized vibrations in sparse packings, we gain insight
into the structural features unique to packings which deviate
from glassy vibrational behavior. We observe a qualitative
difference in the spatial distributions of modes with similar
frequencies but different participation ratios (Fig. 4). Specif-
ically, a mode with lower p appears concentrated to a few
particles with large local participation. In other words, particle
vibrations in low p modes appear to be localized to small
clusters. Modes with higher p (in this low-frequency range)
appear slightly localized, but not nearly to the extent observed
in low p modes.

With this notion of localized low-frequency modes in mind,
we further consider the vDOS data. The two regimes and the
crossover from glass-like to gel-like packings is emphasized

in Figs. 3(c) and 3(d), where we show the low-frequency
vDOS slopes and vDOS values of all curves in Fig. 3(a)
(solid symbols) and 3(b) (open symbols) as a function of
packing fraction. These data separate into two regimes. When
all data are included, packings with φ < 0.67 have low-
frequency vDOS slopes of −1.8 ± 0.6 and vDOS values of
0.61 ± 0.08, and packings with φ > 0.67 have low-frequency
vDOS slopes of +1.4 ± 0.8 and vDOS values of 0.38 ± 0.06.
Furthermore, when the highly localized modes are removed
from all data, packings of all φ assume approximately constant
values of +1.1 ± 0.4 for the low-frequency vDOS slopes and
0.33 ± 0.02 for vDOS values. Note that the error bars for all
φ, after removing highly localized modes, are much smaller
than the error bars of both the gel-like and glass-like states
using all modes. Taken together, these data are consistent with
a two-state model and a crossover transition from gel to glass
at φ = 0.67. Note also that, though the within-group scatter of
data with φ was substantial, the limiting behaviors of the two
different groups is clearly apparent.

For completeness, we also explored whether these data
might be explained by a mixture model, rather than a two-state
gel-glass model. In the mixture model, each experimental
system is assumed to be a mixture of glass-like and gel-like
states with a relative weighting of glass-to-gel that varies
smoothly (e.g., linearly) with volume fraction. In this case,
the vDOS signatures might be expected to vary linearly with
sample volume fraction. In fact, it is possible to fit these data
linearly with slopes of 13.8 ± 8.3 and −1.3 ± 0.6 for the data
shown in Figs. 3(c) and 3(d), respectively. While a linear fitting
of these data is possible, the quality of fit is comparatively low
(as indicated by the given error bars, i.e., standard deviations).
Nevertheless, while we believe that the data supports the
crossover from gel-like to glassy states and the importance
of localized modes, the data cannot unambiguously rule out
either model.

Returning to the issues of localized modes, we attempt to
elucidate localization effects more quantitatively by consider-
ing the distribution of single-particle eigenvector component

magnitudes, |⇀e i |. These distributions for extended (p > 0.2)
and localized (p < 0.2) modes at low frequencies (ω/ω̄ < 0.1)
are plotted in Fig. 5(a).

While all modes show a virtually identical distribution for

|⇀e i | � 0.1, the localized modes show a significantly higher

probability of high-magnitude vibrations |⇀e i | � 0.1, clearly
deviating from the essentially exponential behavior seen in
extended modes. These distributions of particle participations
suggest that the modes which cause deviations from glassy
behavior in sparse packings are “dominated” by the vibrations
of just a few particles.

The local structure of the particles that dominate low-
frequency modes in sparse packings provides insight into
a possible microstructural signature of gel-like packings.
In Fig. 5(d), we plot the distribution of cluster sizes of
these particles. For the most part, it appears these modes
are dominated by single particles, or clusters smaller than
a few particles. More telling of the structure surrounding
these particles is their local bond number. A histogram of
the coordination numbers of all sparse packings, compared to
the local bonding number of particles dominating localized
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FIG. 5. (Color online) Localization of low-frequency modes in

sparse packings. (a) Histograms of |⇀e i(ω)| for all modes with ω/ω̄ <

0.1 in all observed packings with φ < 0.67 for extended (p > 0.2,
solid squares) and localized (p < 0.2, open squares) modes. (b) Plot
of particle locations in a φ = 0.64 ± 0.01 packing, with dark blue

particles significantly contributing (|⇀e i(ω)| > 0.2) to low-frequency
modes (ω/ω̄ < 0.1). (c) Histogram of nearest neighbors per particle
of each packing with φ < 0.67 (black points) and for particles in all
sparse packings that dominate a low-frequency mode (open squares,

|⇀e i(ω)| > 0.2, ωn/ω̄ < 0.1). (d) Histogram of the number of particles
in a cluster that dominates a low-frequency mode in sparse packings

(|⇀e i(ω)| > 0.2, ωn/ω̄ < 0.1, φ < 0.67).

low-frequency modes, shows that these dominating particles
have relatively low coordination, with a peak at NN = 2
[Fig. 5(c)].

The localization of low-energy vibrational modes at par-
ticles with low coordination is a result consistent with basic
intuition and with recent work on vibrational modes in related
systems [24,30,31,44]. Fewer constraining bonds on a particle
lead to lower confining energies, which would logically result
in lower-frequency localized modes. Additionally, experimen-
tal work has shown that the mean frequency of modes in
small colloidal clusters scales with their average coordination
number [30]. Similarly, recent simulations of sparse gels of
particles with limited valences demonstrate an increase in low-
frequency modes in packings with increasing sparsity, which is
related to the appearance of low-energy transverse vibrations
in linear particle chains [24]. By highlighting particles which
dominate localized low-frequency modes in sparse packings
[as in Fig. 5(b)], we can make clear the qualitative observation
that low-frequency modes are often localized to such linear
structures. A transverse fluctuation of such a particle (i.e.,
movement perpendicular to the local bonds) produces a highly
localized, low-energy (and low-frequency) vibrational mode.
Such an observation is consistent with work characterizing
the boson peak frequency ω� in glassy packings as an upper
limit of transverse modes [9,45,46]. Under this assumption, the
low-area fraction emergence of poorly coordinated structures

susceptible to localized transverse vibrational modes would
only affect the shape of the vDOS curve below a characteristic
frequency, as seen in Fig. 3(a). However, we note that these
structures do not account for all highly localized modes in
the packings, and not all particles with a locally linear structure
contribute to highly localized, low-frequency modes. Thus, the
structural origin of these modes must be a bit more complicated
than this simple picture.

With the crossover behavior found in the vDOS in mind, we
revisit the nearest neighbor data in Fig. 1(h) to explore if there
is possibly a hint of that transition in the structural parameter
NN. Therefore, we fit the low- and high-volume fraction data,
respectively, with two different lines. In this case, a change in
“slope” of NN with respect to volume fraction would signal the
crossover region. To this end, we determined best-fit lines for
data above and below φ = 0.67, and when all data are used, the
slopes are 3.1 ± 0.6 (above) and 1.7 ± 1.5, respectively [solid
and dotted lines in Fig. 1(h)]. Based on these fits, a hint of a
crossover could exist, but it is hard to argue that a crossover
region is discovered by the analysis, given the large error bars.
If we remove the data point at φ = 0.57, then the case for
crossover behavior is strengthened (i.e., the slope for φ < 0.67
becomes 1.4 ± 0.3). Similarly, if we remove only the data point
at φ = 0.50, as might be suggested from our analysis of the
void distributions [see Fig. 2(d)], then the case for crossover
behavior is weakened (i.e., the slope for φ < 0.67 becomes
2.7 ± 1.7) and all data points can be readily fitted to a single
line with very small error (3.1 ± 0.4). On balance, however,
it is difficult to justify removing data, especially when so few
data points are available for the analysis. Thus, though the
presented NN data are marginally suggestive of a crossover
transition, more work with better statistics is needed to reach a
definitive conclusion based on nearest neighbor number data.

IV. CONCLUSIONS

In summary, decreasing the area fraction of a quasi-two-
dimensional packing of attractive colloidal particles appears
to produce a crossover from packings with a glassy distribution
of vibrational modes to packings with a gel-like distribution.
The crossover from glassy to sparse gel-like states is suggested
by an excess of phonon modes at low frequency and by a
variation in the slope of the vDOS with frequency also at
low frequency. This change in phonon mode distribution is
demonstrated to arise largely from localized vibrations that
involve individual and/or small clusters of particles with few
local bonds. Conventional order parameters and void statistics
did not exhibit obvious signatures of a crossover between “gel-
like” and “glassy” states as a function of volume fraction.
These mode behaviors, and accompanying structural insights,
offer a potentially new set of indicators for identification of
glass-gel transitions and/or for assignment of gel-like versus
glass-like character to a disordered solid material.

In the future, experiments should consider the implications
of these results. For example, previous work has correlated
spatially localized modes to rearrangement-prone regions in
disordered packings [12–17]; this work suggests that an
increase in localized low-frequency phonon modes should
correlate with a significant change in macroscopic rheological
properties of the system. Future experimental studies might
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explore if and how this low-frequency vibrational behavior
relates to glassy and gel-like bulk rheological features.
Additionally, the maximal packing fraction at which the
localized modes and microstructures characteristic of gel-like
packings arise could depend strongly on the dimensionality
and morphology of the system. It is thus important to explore
the generalizability of this result to packings with attractive
interparticle interactions of varying range, strength, and shape.
The present research lays some groundwork for exploring open
questions about the nature of glasses and gels, but from a
different perspective based on phonon modes.
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