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Theory of director fluctuations about a hedgehog defect in a nematic drop
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We present calculations of eigenmode energies and wave functions of both azimuthal and polar distortions of
the nematic director relative to a radial hedgehog trapped in a spherical drop with a smaller concentric spherical
droplet at its core. All surfaces interior to the drop have perpendicular (homeotropic) boundary conditions. We
also calculate director correlation functions and their relaxation times. Of particular interest is a critical mode
whose energy, with fixed Frank constants, vanishes as the ratio μ = R2/R1 increases toward a critical value μc,
where R2 is the radius of the drop and R1 that of the inner droplet, and then becomes negative for μ > μc. Our
calculations form a basis for interpreting experimental measurements of director fluctuations relative to a radial
hedgehog state in a spherical drop. We compare results with those obtained by previous investigations, which
use a calculational approach different from ours, and with our experimental observations.
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I. INTRODUCTION

Topological defects play an important role in self organi-
zation and elastic properties of liquid crystals (LCs) [1–8].
Nematic drops, in particular, are appealing systems for study
of topological defects in LCs because their spatial patterns can
easily be visualized optically. It is well known that a charge
+1 defect, commonly referred to as a hedgehog, arises in
a nematic LC (NLC) confined within a spherical drop with
homeotropic (perpendicular) anchoring at the inner surface of
the drop’s outer boundary. Though this boundary condition
ensures that the drop contains a hedgehog defect, it does not
determine the director configuration throughout the sphere,
particularly near the core. The simplest configuration is the
radial one in which the director is everywhere parallel to the
radial direction, but other configurations with director twist
and bend [5,9–13], with a disclination ring encircling [14–18]
or above [19] the spherical origin, or with a core exhibiting
biaxial nematic order [20] are possible for spheres with radii
considerably larger than any core radius.

The hedgehog configuration is more constrained for the
case of interest to us in which a spherical drop of radius
R2 encloses a concentric spherical droplet (which we will
refer to simply as the droplet) of radius R1 < R2 again with
homeotropic boundary conditions. Though our primary inter-
est is in R2 � R1, our theory applies to all R1 < R2. Rüdiger
and Stark (RS) [5,13] used this model, which favors a local
radial alignment, to determine the limit of stability of the
radial hedgehog by calculating the point at which the energy
of a critical mode vanishes, thus signaling a transition from
the radial to some kind of twisted configuration with increas-
ing μ = R2/R1. As indicated above, there are several studies
that explore configurational features of spherically trapped
hedgehogs but relatively few studies that directly address the
nature of director fluctuations within the drop [13,16,21,22].
In this article, we undertake a full analytical analysis of the

fluctuations of both the azimuthal and polar components of the
Frank director at all positions r = (r, θ, φ) of our model radial
hedgehog. Our calculations suggest the existence of what we
call a twist-bend hedgehog [23] at μ just greater than a critical
value μc.

In a companion article, we present the results of an exper-
imental study of director fluctuations about a radial hedgehog
in a nematic drop [22]. We used video-rate polarized optical
microscopy in conjunction with image analysis to measure
the spatiotemporal fluctuations of the director field. Many
of our experimental drops, which varied in size, exhibited a
slow but giant (≈π/8 rad) over-all rotational diffusion of the
four-leaf-clover-like transmission pattern under crossed polar-
izers, accompanied by twist fluctuations of adjacent clover
leaves relative to one another. None of our drops, however,
showed any evidence of a new twisted ground state such as
that observed by Lavrentovich and Terentjev [19] (LT) in a
different system near a transition to a smectic phase. Never-
theless, our experiments confirm the existence of a soft mode
whose energy vanishes at a critical point in agreement with
the calculations of RS and our analytical analysis herein.

A primary issue we address is the limit of stability of
the radial hedgehog. There are two mathematical approaches
to this issue that yield identical results for regions of sta-
bility but different results for normal-mode energies and
associated eigenfunctions, not only in trapped hedgehogs in
nematic drops but also in disclinations trapped in islands
in two-dimensional freestanding smectic-C films [24–28].
The first approach, which is widespread in the literature
[5,13,21,25,26,29,30], capitalizes on a special feature of these
systems (see Sec. V) to produce mode energies that vanish
at boundaries of stability but do not appear in measurable
correlation functions. The second approach, presented here,
again correctly identifies regions of stability, but also pro-
vides normal modes and associated correlation functions
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that are experimentally measurable. We obtain an analytical
expression for the energy of the soft mode, which vanishes
when μ reaches a critical value μc, calculated by RS, and
we present an algorithm for calculating the other modes
to essentially arbitrary accuracy. This analysis represents a
surprisingly complex application of partial differential equa-
tions with eigenfunctions composed of Bessel functions with
irrational and/or complex indices.

The remainder of this paper is organized as follows: Sec-
tion II defines the system under consideration, briefly reviews
the Frank elastic energy of NLCs, and adapts the latter to
the spherical-drop geometry. Then, it outlines steps toward
diagonalizing the harmonic Frank energy and finally discusses
properties of the critical mode whose energy passes through
zero to become negative at μc, indicating an instability toward
a phase transition to a nonradial hedgehog state containing
twist (as conjectured by RS) as well as bend in addition to
splay. Section III derives general expressions for dynamic
director correlation functions. Section IV derives expressions
for experimentally measured correlation functions from the
general expressions derived in Sec. III and discusses how
the unobservably small R1 is extracted from experimental
data. Section V discusses the relationship between our full
3D calculations and the effectively 1D calculations used by
RS [5,13] and others [21,25,26,29,30]. Section VI presents
some concluding remarks, including a comparison between
our study and that of LT [19]. Finally, there are two appen-
dices: Appendix A is devoted to details of the calculations
of mode energies and correlations functions, and Appendix B
deals with how director correlation functions are extracted
from experimental scattering data.

II. FRANK ENERGY OF A NEMATIC DROP

A. Model energy

In the model we use, each drop consists of two concentric
spheres, the smaller with radius R1 and the larger with radius
R2. An NLC fills the space between the two spheres whose
surfaces are covered with especially prepared surfactants [12]
that enforce rigid alignment of the nematogens parallel to the
local radius vector, i.e., they impose perpendicular boundary
conditions. Any motion of the spheres, including that of the
inner sphere relative to the center of mass of the outer one,
is neglected. This is the model used by RS [5,13] in their
calculation of the stability limit of the radial hedgehog. It was
inspired by early research on nematic emulsions [11] contain-
ing the especially prepared surfactant [12]. Important output
of this research was the observation of two simple (and many
more complex) configurations in similar sized drops filled
with the same NLC: one, which was associated with the exis-
tence of a central droplet, exhibited a clean equilibrium radial
hedgehog throughout each drop, and the second, which was
associated with the absence of the central droplet, exhibits a
lower-energy twisted structure. As we shall see, the existence
of the soft excitation mode about the radial state of particular
interest to us depends on both boundary conditions and on
the values of the Frank constant elastic constants. Though our
model is designed to examine the stability of the radial state

in the neighborhood of a transition to a lower-energy twisted
state, it also describes systems in which there is no instability.

The NLC is described by the usual Frank elastic energy,

F = 1

2

∫
d3r{K1(∇ · n)2 + K2(n · ∇ × n)2

+ K3[n × (∇ × n)]2}. (1)

The established values for the Frank elastic constants of
the NLC, 5CB, used in our experiments are K1 = 6.4 pN,
K2 = 4.0 pN, and K3 = 10 pN. The radii R1 and R2 in our
experiments varied from sample to sample. For illustration
purposes in figures and tables, we use R1 = 5.435 nm and
R2 = 3.78 μm (so that the ratio μ ≈ 695 is close to its crit-
ical value, see below) throughout this paper unless indicated
otherwise.

With the rigid homeotropic anchoring we are assuming, the
nematic director n is fixed at the inner and outer spheres but
it can fluctuate between them. In equilibrium, n is homoge-
neously radial, n = êr . To study the fluctuations about this
ground state, it is useful to employ spherical coordinates and
to write the director as

n =
√

1 − f 2 − g2 êr + f êφ + g êθ , (2)

where f and g are dimensionless functions depending on the
position vector r, which in polar coordinates is parametrized
by the radius r, the polar angle θ , and the azimuthal angle
φ. Insertion of Eq. (2) into Eq. (1) converts F to a nonlinear
functional of the two-dimensional vector ψ (r) = ( f (r), g(r)).
In the harmonic limit, excitation energies are determined by
the eigenvalue problem:

δF

δψ (r)
= Dψ, and Dψq = εqψq(r), (3)

where the kernel D is a matrix differential operator with
dimension of energy density, q = {mln} is the eigenfunction
index, εq is the q-eigenvalue with units of energy density, and
ψq is the eigenfunction that because its equation is linear can
have any units. We choose, however, to normalize ψq so that
it has units of (volume)−1/2. Static correlation functions are
completely determined by the full set of εq and ψq. Because
f and g are periodic in φ, it is natural to expand them in a
Fourier series in φ:

f (r, θ, φ) = 1√
2π

∞∑
m=−∞

fm(r, θ )eimφ, (4a)

g(r, θ, φ) = 1√
2π

∞∑
m=−∞

gm(r, θ )eimφ. (4b)

Because both f and g are real, their Fourier coefficients have
the property that f ∗

m = f−m and g∗
m = g−m for |m| > 0.

Next, we use the functions fm and gm, Eq. (2), to recast
the Frank energy Eq. (1) in spherical coordinates. After a fair
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amount of algebra, we arrive at

F = 1

2

∫ R2

R1

drr2
∫ 1

−1
dx ( f0, g0)D0

(
f0

g0

)

+
∑
m>0

∫ R2

R1

drr2
∫ 1

−1
dx ( f−m, g−m)Dm

(
fm

gm

)
, (5)

where we have dropped a constant term corresponding to
the Frank energy, 8πK1(R2 − R1), of the equilibrium radial
hedgehog. The variable x is defined as x = cos(θ ). The kernel
is

Dm =
(

D f f
m D f g

m

Dgf
m Dgg

m

)
, (6)

where

D f f
m = 1

r2
K3

[
Dr − 2β1 + β2Dx

pf (m)

]
, (7a)

Dgg
m = 1

r2
K3

[
Dr − 2β1 + β1Dx

pg(m)

]
, (7b)

D f g
m = −i m

K1

r2

[
(1 + η2)

x

1 − x2
− (1 − η2)∂x

]
, (7c)

Dgf
m = i m

K1

r2

[
(1 + η2)

x

1 − x2
+ (1 − η2)∂x

]
, (7d)

and D0 is simply Dm=0. Note that every component of the
D-matrices has a leading coefficient of 1/r2. Here and in the
following, we make use of the abbreviations

β1 = K1/K3, β2 = K2/K3, (8a)

η2 = K2/K1, η3 = K3/K1, (8b)

pf (m) =
√

1 + m2/η2, pg(m) =
√

1 + m2η2. (8c)

The differential operators appearing in the diagonal elements
are defined as

Dr = −r2∂2
r − 2r∂r, (9a)

Dx
p = −(1 − x2)∂2

x + 2x∂x + p2

1 − x2
, (9b)

each of which is homogeneous in r (i.e., invariant under
r → ξr for any ξ ) and dimensionless. Recall that Dψ and thus
Dχχ ′

for χ, χ ′ = f , g has units of energy density, implying
that Dx

p and Dr are dimensionless because the Frank constants
have units of (energy/length). Here, and occasionally in the
following, we use p as a shorthand for both pf (m) and pg(m).
Note that Dm is Hermitian, and hence its eigenvalues are
guaranteed to be real as they should be.

B. Eigensystem

The Frank energy densities of our hedgehog are the
eigenvalues of Dm, whose exact evaluations are prohibitively
difficult, except in the case m = 0 for which the off-diagonal
components of Dm vanish. Thus, for m > 0, we resort to a per-
turbative approach where we initially ignore the cross-terms
D f g

m and Dgf
m and determine the eigenvalues and eigenfunc-

tions of the diagonal elements D f f
m and Dgg

m only. Then, we
expand the entire Frank energy (including the cross-terms)

in terms of these eigenvalues and eigenfunctions up to some
practical order. This will provide us with truncated energy
matrices that will allow us to calculate measurable quantities
such as director correlation functions approximately.

Examining D f f
m and Dgg

m , we note that their x-dependence
is contained entirely in Dx

p. This structure motivates a product
ansatz of the form

fm(r, x) =
∑

ln

Amln u f
mln(r) vpf (m),l (x), (10a)

gm(r, x) =
∑

ln

Bmln ug
mln(r) vpg(m),l (x), (10b)

with expansion coefficients Amln and Bmln. fm and gm are
unitless as is vp. Below we will define u f and ug to have units
of (volume)−1/2 so that the A and B coefficients have units
of (volume)1/2. Because f and g are real, these coefficients
satisfy A∗

mln = A(−m)ln and B∗
mln = B(−m)ln.

The eigenvalue equations for vp,l are given by

Dx
p vp,l (x) = εx

p,l vp,l (x), (11)

which is identical in form to the general Legendre equa-
tion governing the associated Legendre polynomials with one
important distinction: The integer valued index for the order of
the polynomial is replaced in our hedgehog problem by p(m)
whose values are in general irrational numbers. Nonetheless,
our equation can be solved using standard methods, and the
resulting eigenvalues read

εx
p,l = (l + p)(l + 1 + p), (12)

with

vp,l (x) = X−1
p,l (1 − x2)p/2


p
l (13)

as the corresponding eigenfunctions. Here, the Xp,l are nor-
malization factors and the 


p
l are polynomials of degree l .

The first few of these Legendre polynomials read



p
0 = 1, (14a)



p
1 = x, (14b)



p
2 = 1 − (2p + 3)x2, (14c)



p
3 = x − 1

3 (2p + 5)x3, (14d)



p
4 = 1 − (4p + 10)x2 + 1

3 (2p + 5)(2p + 7)x4. (14e)

Note that the vp,l satisfy the usual orthonormality and
completeness relations.

Next, we turn to the radial eigenvalue equations. Using
Eqs. (7a) and (7b), with help from Eq. (11), we obtain

1

r2
K3

[
Dr − 2β1 + β2 εx

pf (m),l

]
u f

mln(r) = ε
f
mlnu f

mln(r), (15a)

1

r2
K3

[
Dr − 2β1 + β1 εx

pg(m),l

]
ug

mln(r) = ε
g
mlnug

mln(r). (15b)

The left-hand side of both equations have an explicit prefactor
of r−2; both right-hand sides do not. If we are only interested
in zero eigenvalues, we can remove the r−2 factor on the left-
hand side without changing solutions. But for any nonzero
eigenvalue, this factor cannot be removed. After substituting
Eq. (12) into (15), and multiplying both sides by r2, we recast
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TABLE I. Select values of ν
χ

ml , the corresponding smallest zeros
κ

χ

ml1 and energy densities ε
χ

ml1 [with units Kg
m2s2 ] for our example

hedgehog.

m, l ν
f
ml κ

f
ml1 ε

f
ml1 ν

g
ml κ

g
ml1 ε

f
ml1

0, 0 0.4796 i 0.1723 0.0208 1/2 3.1461 6.9273
0, 1 1.1705 4.0599 11.5360 1.6763 4.7218 15.6036
0, 2 1.9417 5.0615 17.9297 2.5788 5.8613 24.0437
1, 0 0.8093 3.5727 8.9334 1.9333 3.7083 9.6243
1, 1 1.6568 4.6966 15.4377 0.9088 5.0508 17.8543
1, 2 2.3738 5.6061 21.9961 2.8159 6.1542 26.5071

the latter as[
r2∂2

r + 2r∂r + (
kχ

mln

)2
r2 + 2β1 − λ

χ

ml

]
uχ

mln(r) = 0, (16)

where χ is a placeholder for f or g,

kχ

mln =
√

ε
χ

mln

K3
, (17)

and

λ
f
ml = β2 εx

pf (m),l , λ
g
ml = β1 εx

pg(m),l . (18)

Note that all terms in Eq. (16) are homogeneous in r except the
term (kχ

klm)2r2 arising from the right-hand sides of Eq. (15). To
further simplify this differential equation, we set

uχ

mln(r) = Zν
χ

ml
(kχ

mlnr)√
V χ

mln

√
kχ

mlnr
. (19)

Here, we have included in the denominator a factor
√

V χ

mln for
normalization purposes, where V χ

mln is a volume that we will
determine further below. Inserting Eq. (19) into Eq. (16), we
obtain [

r2∂2
r + r∂r + r2 − (

ν
χ

ml

)2]
Zν

χ

ml
(r) = 0, (20)

where

ν
χ

ml =
√

λ
χ

ml + 1/4 − 2β1. (21)

All λ
χ

ml are real, so the ν
χ

ml , being the square roots of real
numbers, are either pure real or pure imaginary, as discussed
above, depending on the argument of the square root. For
our experimental Frank constants, cf. Table I, all ν

χ

ml are real
except for

ν
f
00 = i

√
2β1 − 2β2 − 1

4 , (22)

which is pure imaginary. For future reference, it is convenient
to introduce

ω(β1, β2) = eiπ/ν
f
00 , (23)

which is pure real because ν
f
00 is pure imaginary.

Equation (20) is the well-known Bessel differential equa-
tion. Its solutions are the Bessel functions of the first and
second kind, respectively, Jν (r) and Yν (r), and linear combina-
tions thereof. For our hedgehog problem, the index ν of these
Bessel function takes on the values given by the ν

χ

ml which
are pure real (either irrational or rational, e.g., ν

g
00 = 1/2) or

FIG. 1. Semilog plot of κ for the three lowest-energy azimuthal
modes (indicated by the superscript f ): Black dots and black line for
κ

f
001 for μ < μc; red dots and red line for κ

f
001 = κ

f
001/i for μ > μc;

blue dots for κ
f

002, and green dots for κ
f

011. The black and red lines are
obtained from the analytical expression of Eq. (48). See Fig. 8 for a
plot of the energy density.

pure imaginary as is the case for ν
f
00— see above. When ν

is imaginary, Jν (r), and Yν (r) are, in general, complex valued
functions. Thus, care must be taken to ensure that our solution
for uχ

00n(r) be real valued. Furthermore, we need to construct
our solution so that the homeotropic boundary conditions are
satisfied: uχ

mln(R1) = uχ

mln(R2) = 0. A linear combination of
Bessel functions that both makes u f

00n(r) real and guarantees
that uχ

mln(R1) = 0 by construction is

Zν (kr) = Yν (kr)Jν (kR1) − Jν (kr)Yν (kR1). (24)

The boundary condition at the outer sphere is enforced by
choosing k so that Zν (kR2) = 0, or in other words, by cal-
culating the zeros of Zν (κ ), where

κ = kR2. (25)

Note that Zν (κ ) depends on the ratio of radii,

μ = R2/R1, (26)

but not on R1 or R2 individually. Except for one special case,
Zν (κ ) for each ν has infinitely many real positive zeros,

κ
χ

mln = kχ

mlnR2, (27)

labeled in ascending order by n = 1, 2, 3, . . . (for fixed χ , m
and l). Figure 1 plots κ

f
mln for the lowest-energy 001, 011 and

002 modes as a function of μ for a system with the Frank
constants of the material in our experiments.

The special case involves the 001 mode of f . When ν
f
00 is

imaginary, κ
f

001 is real and positive for μ less than a critical
value μc at which point it vanishes. When μ > μc, κ

f
001 ≡

κ
f

001/i is real and grows from zero at μ = μc. These zeros de-
termine the values of the quantities defined in Eq. (17), which
we refer to somewhat casually as wavenumbers. Consequently
the “quantized” eigenenergy densities are

ε
χ

mln = K3

(
κ

χ

mln

R2

)2

. (28)
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FIG. 2. Plots of Zχ

00 ≡ Zν
χ
00

, whose zeros determine kχ

00n, of our

experimental hedgehog with ν
f
00 = 0.4796 i and ν

g
00 = 1/2 for μ <

μc, μ = μc and μ > μc. (a) For real κ , Z f
00 has a zero at small κ that

approaches the origin as μ → μ−
c and then disappears for μ > μc

while the zeros of the higher modes (002, 003, etc.) remain almost
unchanged. (b) For imaginary κ , Z f

00 is a monotonically increasing
function that has a zero only if μ � μc. (c) Zg

00 with real κ has a
large value at κ = 0, and there is no zero near the origin. The rapid
oscillations in panels (a) and (c) are a consequence of the logarithmic
scale.

Thus, all ε
χ

mln are positive except ε
f
001 when ν

f
00 is imaginary

when μ > μc. Figure 2 shows the graphs of (a) Z
ν

f
00

(κ ), (b)
Z

ν
f
00

(iκ ), and (c) Zν
g
00

(κ ). Note that Z
ν

f
00

(κ ) oscillates and, as
a result, has an infinite number of zeros including that of the
critical mode that approaches zero as μ → μ−

c . When μ >

μc, there is no zero of Z
ν

f
00

(κ ) at κ = 0 as μ → μ+
c , and as

a result no critical mode arising from this function. However,
Z

ν
f
00

(iκ ) does not oscillate. At κ = 0, it passes from greater
than to less than zero as μ passes from greater than to less

FIG. 3. Radial eigenfunctions (a) u f
ml1 and (b) ug

ml1. V is the total
volume of the drop given by V = 4π

3 R3
2. The colored lines refer to

μ = 695 < μc for l = 0 (solid) and l = 1 (dashed). The inset to
(a) shows the dominant radial eigenfunction u f

001 for μ = 695 < μc

(blue line) and μ = 710 > μc (black dots). The plots of this function
for values of μ just below and above μc are sharply peaked near the
core and almost indistinguishable.

than μc, yielding a single mode that disappears when μ passes
through zero. This mode with κ2

001 < 0 is a continuation to
μ > μc of the critical mode for μ < μc as shown in Fig. 1.

The height of Zν
g
00

(0) and the position of the zeros of Zν
g
00

(κ )
change very little with variations in μ, and no zeros exist
below a critical value of κ . Thus, the 001 mode of f is the only
critical mode in the system, and all others, including those
associated with g, can be ignored near the critical point. We
can, therefore, assume that near μ = μ−

c , f is proportional
to the 001 wave function, which according to Eq. (10) is
proportional to cos θ u f

001(r), where the radial part is strongly
peaked in the vicinity of the core as shown in Fig. 3. To linear
order, the director is n ≈ êr + f (r, θ )êφ , which describes a
state with “twist” regardless of the functional form of f and
one with “bend” so long as f is not inversely proportional
to r:

n · ∇ × n ∼ cos θ u f
001

n × (∇ × n) ∼ −1

r
êφ sin θ ∂r

[
ru f

001(r)
]
. (29)
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For this reason, we use the term “twist-bend” hedgehog to
describe the state for μ just above μc. As μ increases beyond
μc, the director pattern will change while maintaining an
overall hedgehog charge of +1.

Next, we turn to the volume V χ

mln introduced in Eq. (19).
For our uχ

mln(r) to satisfy the orthonormality relations∫ R2

R1

drr2uχ

mln(r)uχ

mln′ (r) = δnn′ , (30)

we set

V χ

mln =
(

R2

κ
χ

mln

)3

γ
χ

mln, (31)

where

γ
χ

mln =
∫ κ

χ

mln

κ
χ

mln/μ

dyy Z2
ν

χ

ml
(y) (32)

is a dimensionless integral depending on κ
χ

mln and the ratio of
radii μ.

Note that, at this point, we have completely determined all
radial eigenfunctions uχ

mln(r) for which we have calculated the
corresponding κ

χ

mln. Figure 3 shows plots of u f
mln and ug

mln for
various values of mln. Note that the lowest energy curves u f

001

and ug
001 are peaked near the origin, but u f

001 strongly so.
Finally, we can write down expansions of the functions

f and g in terms of the solution of the azimuthal and radial
eigenvalue problems. Combining the Fourier series of Eq. (4)
with Eq. (10), we obtain

f (�r) =
∑
mln

Amln�
f

mln(�r), (33a)

g(�r) =
∑
mln

Bmln�
g
mln(�r), (33b)

where �r = (r, x, φ) and

�
χ

mln(�r) = 1√
2π

uχ

mln(r) v
χ

ml (x) eimφ, (34)

with

v
χ

ml (x) = vpχ (m),l . (35)

Note that the product eigenfunctions as a whole satisfy the
orthonormality relations∫

d�r �
χ∗
mln(�r)�χ

m′l ′n′ (�r) = δmm′δll ′δnn′ , (36)

where we introduced the shorthand∫
d�r =

∫ R2

R1

drr2
∫ 1

−1
dx

∫ 2π

0
dφ, (37)

and that Amln and Bmln have units of square root of volume.

C. Expansion of the Frank energy

As announced above, we are next going to expand the
Frank energy in terms of the eigenfunctions calculated in the
previous section. Because these eigenfunctions are eigenfunc-
tions of their respective diagonal element of Dm only, the
cross-terms in Eq. (5) require some extra consideration.

Insertion of our eigenfunctions into Eq. (5) produces the
integrals∫

d�r �
f ∗

mln(�r) D f g
m �

g
m′l ′n′ (�r) = −im δmm′�mll ′nn′ , (38a)∫

d�r �
g∗
mln(�r) Dgf

m �
f

m′l ′n′ (�r) = im δmm′�ml ′ln′n. (38b)

The right-hand sides of Eq. (38) are proportional to δmm′

because D f g
m and Dgf

m are independent of φ. They are not
diagonal in l because of the x-dependence of D f g

m and Dgf
m ,

which leads to the integral

�mll ′ =
∫ 1

−1
dx v

f
ml (x) D f g

m v
g
ml ′ (x). (39)

They are also not diagonal in n because the orthogonality
relation in Eq. (30) only applies when χ = f (or χ = g) in
both functions uχ

mln(r) in the integrand, but not for the case
that mixes f and g, which leads to the integral

�mll ′nn′ = R2

κ
f

mln

∫ κ
f

mln

κ
f

mln/μ

dyy−1
Z

ν
f
ml

(y)√
V f

mln

Zν
g
ml′

(
κ

g
ml′n′
κ

f
mln

y
)

√
V g

mln

. (40)

Overall, we have

�mll ′nn′ = K1�mll ′�mll ′nn′ . (41)

With this in mind, we are now in the position to write down
the desired expansion of the Frank energy. Collecting, we get

F = 1

2

∑
ln

[
A2

0lnε
f
0ln + B2

0lnε
g
0ln

]

+
∑

m>0,ln

[|Amln|2ε f
mln + |Bmln|2εg

mln

]

+
∑

m>0,ll ′nn′

[−im A∗
mlnBml ′n′ �mll ′nn′

+ im B∗
mlnAml ′n′ �ml ′ln′n

]
. (42)

Clearly the f and g modes with m = 0 but arbitrary ln do
not couple, but those with m > 0 do. In Appendix A, we
will discuss an approximation procedure for diagonalizing the
m 
= 0 part of the F . In the meantime, we will mostly focus
on the experimentally relevant m = 0 f -states.

D. The critical mode

As a corollary of the results derived in the previous section,
we can readily assess the stability of our hedgehog. The radial
equilibrium conformation is stable when the eigenvalues of
the kernel defined in Eq. (6) are positive. Stability is lost
when the smallest eigenvalue, corresponding to (m, l, n) =
(0, 0, 1), becomes negative. We have learned that the off-
diagonal parts D f g and Dgf of the kernel vanish for m = 0.
Thus, the stability of the radial hedgehog is governed by
ε

f
001 and ε

g
001. Recall from Eq. (28) that these eigenvalues

are proportional to the square of the smallest zeros κ
χ

001 of
the functions Zν

χ
00

(κ ) depicted in Fig. 2. The value of Zν
g
00

(0)

changes little as μ changes, but when ν
f
00 is imaginary, the
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value of Z
ν

f
00

(0) passes through zero and changes sign at a

critical value of μ. As a result, the value of κ
f

001 approaches
zero as the height Z

ν
f
00

(0) approaches zero. The height of Zν (0)
for any ν is given by the zeroth order of its expansion about
κ = 0,

Zν (κ ) − O(κ2) = μν − μ−ν

πν

→ 1

πν
f
00

(eiπ ln μ/ ln ω − e−iπ ln μ/ ln ω ), (43)

which vanishes at

ln μ = ln ω(β1, β2) = iπ

ν
f
00

≡ ln μc, (44)

defining a critical μ, which is real because ω is. For the values
of Frank constants in our experiments,

μ f
c ≡ μc = exp

(
iπ

ν
f
00

)
= 699.715. (45)

Using Eq. (22), we find that the condition for the vanishing of
ε

f
00 is

(
ν

f
00

)2 = 2β2 − 2β1 + 1

4
= −

(
π

ln μ

)2

or

− 2K1 + 2K2 + K3

[
1

4
+

(
π

ln μ

)2]
= 0. (46)

Equation (46) is identical to the limit of stability calculated by
RS, and at μ → ∞, it is identical to the limit of stability of
a hedgehog trapped in a sphere without an inner sphere, set
by mathematical inequalities in Ref. [31]. It defines a surface
in the space of β1, β2, and μ on which ε

f
00 vanishes. Here we

mostly focus on the case in which β1 and β2 are fixed so that
Eq. (46) [or equivalently Eq. (45)] defines the critical ratio μc.
Of course, if μ is fixed, it constrains the value of β1 and β2.

Equations (45) and (46) impose two constraints on ν
f
00 that

together require the inequalities

0 >
(
ν

f
00

)2
> −

(
π

ln μ

)2

(47)

be satisfied because ν
f
00 must be imaginary and (κ001)2 and

ε
f
001 must be positive in order for the soft mode to exist and for

the radial hedgehog to be stable. We will present an alternative
direct derivation of this result in Sec. V. Equation (47) restricts
the range of Frank constants at fixed μ for which the soft mode
exists and the radial hedgehog state is stable.

The R1 → 0 limit has some interesting properties. It causes
μ to become infinite without affecting the outer boundary that
imposes the existence of a trapped hedgehog or topologically
equivalent structure (e.g., a strength +1/2 disclination ring),
and it removes any constraints on the stability of the radial
hedgehog arising from the inner droplet. In other words, this
limit has the same effect as removing the inner droplet al-
together [5,13], leading to stability for the radial hedgehog
only if −2β1 + 2β2 + (1/4) = (ν f

00)2 > 0. An interpretation

of this result is that the bulk energy [Eq. (1)] determines the
stability of the radial hedgehog in the absence of the central
droplet. When a droplet is present, it introduces surface con-
straints that open a region of radial stability that is opposed
by the bulk energy. The soft mode only exists in systems
in which the radial hedgehog cannot be stable without the
surface constraints.

We have just shown that the lowest excitation energy van-
ishes when μ = μc. It is instructive to see how κ

f
001 and thus

ε
f
001 changes as μc is approached. For μ near μc, κ

f
001 ap-

proaches zero at μc, and we can find an approximate solution
for it by extending the expansion of Eq. (43) to quadratic order
and solving for its zero in terms of κ2. The result is

κ2(μ) = 4μ2(1 − ν2)(1 − μ2ν )

(μ2 + 1)(1 − μ2ν ) + ν(μ2 − 1)(1 + μ2ν )
, (48)

where we abbreviated κ = κ
f

001 and ν = ν
f
00. Equation (48)

will be useful in discussing the connection of our theoretical
findings to our experimental data, see Sec. IV B. It encap-
sulates the behavior of κ for small |κ|. When ν

f
001 is real,

Eq. (48) has no zero and κ remains real and positive for all
μ. When ν

f
00 is imaginary, κ does reach zero at μc. For μ <

μc, κ001 ∼ √
μc − μ, implying linear behavior of κ2

001 near
μ = μc. When μ > μc, κ001 ≡ iκ001 ∼ i

√
μ − μc is imagi-

nary, implying a negative value for κ2
001 ∼ −(μ − μc) and for

ε001 in Eq. (28). This signals an instability toward a phase
transition to a new ground state for μ > μc. Figure 1 shows
the three smallest κ (κ f

001, κ
f

002, and κ
f

011) as functions of μ.
The dots in this plot stem from computing the smallest zeros
of the functions Zν (κ ), cf. Eq. (24), numerically. The black
curve for μ < μc and the red curve for μ > μc in Fig. 1 are
both obtained from Eq. (48), and comparison to the black and
red dots shows that it provides an excellent approximation
over a fairly broad range of μ’s. Note that the values of κ

f
002

and κ
f

011 are insensitive to the transition.
In general, the core radius R1 is a parameter that must be

specified based on supplied information, e.g., from measure-
ments, rather than by a prediction of our theory. The situation
is different, however, for critical hedgehogs with μ = μc. For
these, Eq. (26) immediately leads to

R1 = 1

μc
R2, (49)

with small corrections for μ near μc. We will revisit the
relation between the core and exterior radii in Sec. IV B when
we interpret some of our experimental results.

III. CORRELATION FUNCTIONS

Using optical techniques, our experiments measure dy-
namical correlation functions of the nematic director. In this
section, we derive expressions for these functions with em-
phasis on those associated with the azimuthal function f in
the equatorial plane. Mainly, we are interested in describing
the amplitude and decay of the correlation functions seen
in our experiments [22]. To this end, we focus on simple
over-damped, pure relaxation dynamics. A full hydrodynamic
theory that would include orientational anisotropy, fluid flow,
and other phenomena that affect director dynamics is beyond
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the scope of the present work. To avoid needless repetition, we
will for the time being explicitly write down equations only
for quantities pertaining to f . It is understood that for any of
these equations there is an accompanying equation pertaining
to g that can be retrieved from the f equations simply by
replacing f with g.

In general, simple relaxation dynamics of the azimuthal
component of the director is described by

∂t f (�r) = −�
δF

δ f (�r)
, (50)

where � is a kinetic coefficient given by the inverse of
rotational viscosity γ1 of the mesogens. Electro-optical ex-
periments [32] and theoretical calculations [33] indicate that
γ1 = 1/� lies in the range of about 0.5 to 1.0 poise at room
temperature, which translates to � of about 10 to 20 ms

Kg .
It is clear from Eq. (42) that f and g do not mix when

m = 0, greatly simplifying the arithmetic of calculating cor-
relation functions. In this limit, Eq. (50) implies the following
equations of motion for the expansion coefficients A0ln,

∂t A0ln = −� ε
f
0lnA0ln, (51)

and similar expressions for B0ln. These equations of motion
are readily integrated with the result

A0ln(t ) = A0ln(0) e−� ε
f
0lnt . (52)

This leads, after taking the thermodynamic average, to

〈A0ln(t )A0ln(0)〉 = kBT

ε
f
0ln

e−� ε
f
0lnt = kBT G f

0ln(t ) (53)

for the A-A correlations, where

G f
0ln(t ) = 1

ε
f
0ln

e−� ε
f
0lnt , (54)

and 〈..〉 signifies an average with respect to the Frank energy
of Eq. (42).

Despite the complexity of the m 
= 0 modes, all correlation
functions are invariant under the operation φ → φ + γ for
any angle γ . This means that the full f correlation functions
can be decomposed into a sum over components with different
m’s:

〈 f (�r, t ) f (�r ′, 0)〉 =
∞∑

m=−∞
Sm(r, r′, x, x′, t ) eim(φ−φ′ ). (55)

f (�r, t ) is real so that S−m = S∗
m and

S0(r, r′, x, x′, t )

= kBT

2π

∑
ln

G f
0ln(t ) v

f
0l (x)v f

0l (x
′)u f

0l (r)u f
0l (r

′) (56)

is real. The formulas for m 
= 0 are presented in Appendix A.
As a corollary of our results for time-dependent correla-

tion functions, one can readily extract results for their static
counterparts. In the above, one simply has to take the limit
t → 0 which amounts to replacing the time-dependent G’s by
the corresponding inverse energy densities. Figure 4 shows the
static correlation function

C(r, φ) = 〈 f (r, 0, φ, 0) f (r, 0, 0, 0)〉 (57)

FIG. 4. The correlation function C(r, φ) defined in Eq. (57).
(a) The x and y on the axis denote dimensionless coordinates in
the equatorial plane and are related to r and φ via r = R1

√
x2 + y2

and cos φ = x/
√

x2 + y2. Note that the x here must not be confused
with the x = cos θ used throughout the text. The image is cropped
at r = 200 R1 to emphasize the vicinity of the core. The green loop
indicates the probing radius of r = rp = 0.4 μm used in our mea-
surements. (b) Zoom-in on the correlation function along the green
loop. (c) Zoom-in along φ = 0. Note that the correlation function
vanishes at r = R1 as it should. The calculations for all three subfig-
ures included the contributions from m = 0, 1, 2, 3 in Eq. (55).

for two points in the equatorial plane located an angle φ

apart on a circle about the origin. The values for the elastic
constants, etc., used in this plot are those stated at the begin-
ning of Sec. II A. Note the small variation as a function of
φ of values of C(r, φ) in Fig. 4(b). This is a consequence of
the fact that variations with φ require m > 0, which brings
in higher-energy modes which yield smaller contributions to
correlation functions.
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IV. CONNECTION WITH EXPERIMENT

A. Experimental correlations

Having calculated theoretical predictions for correlation
functions, it is useful to reflect in more detail on their pre-
cise relation to the quantities measured in our experiments.
Our experiments use a crossed-polarizer setup that focuses
on the equatorial plane of the drops, i.e., we use a 2D-slice
approximation in which the polar angle θ is kept fixed at its
equatorial value of π/2, i.e., x = 0. Specifically, we measure
light intensity profiles that allow us to reconstruct the angle,
δβ(r, φ, t ), that the director makes at time t with the radial
direction at angle φ:

δβ(r, φ, t ) = arcsin f̃ (r, φ, t ) ≈ f̃ (r, φ, t ), (58)

where f̃ (r, φ, t ) = f (r, x = 0, φ, t ). (It is understood, as it is
throughout this manuscript in our discussion of fluctuations,
that f is small.)

There is an important difference between theory and exper-
iment: the theory treats the angle φ as a continuous variable
whereas our experiments focused on a set of N = 4 discrete
azimuthal angles,

φp = 2π
p

N
, where p = 0, 1, · · · , N − 1. (59)

On the theoretical side, we show in Appendix A that although
we can calculate the elements contributing to Sm(r, r′, x, x′, t )
for any reasonable choice of its indices, we do not have closed
form expressions for them. Thus, we are limited in practice
to a manageable number of values of the indices including
m. Within our truncation scheme, however, we do have a
full theoretical representation of the correlation functions that
provides for a discrete Fourier transformation, which captures
a certain number of discrete values of φ like those probed in
our experiments.

Thus, the measured correlation functions in the equatorial
plane (θ = π/2, i.e., x = 0) are

Cp(r, t ) = 〈 f̃ (r, φp, t ) f̃ (r, 0, 0)〉
≈ 〈δβ(r, φp, t )δβ(r, 0, 0)〉. (60)

Following Eq. (55), we furthermore deduce that

Cp(r, t ) =
N−1∑
m=0

S̃m(r, t ) eimφp, (61)

where we define

S̃m(r, t ) =
∞∑

k=0

Sm+kN (r, r, 0, 0, t ) ≈ Sm(r, r, 0, 0, t ), (62)

which follows because eim(φp+kNφp) = eimφp . The second ap-
proximate form follows because Sm dies off rapidly with m.
Note that S̃m can be interpreted as the inverse Fourier trans-
form of Cp,

S̃m(r, t ) = 1

N

N−1∑
p=0

Cp(r, t ) e−i m φp ≈ Sm(r, t ), (63)

i.e., the Sm’s represent the Fourier modes of the system.
For our experimental setup, the dominant mode S0 is simply
given by S0 ≈ 1

4 (C0 + C1 + C2 + C3). It describes the over-all

FIG. 5. Experimental data of drops displaying giant fluctua-
tions. (a) Amplitude and (b) decay time of the dominant correlation
function.

(rigid) rotational diffusion of the four-leaf-clover-like pattern
recorded in our experiments, cf., Fig 1 of Ref. [22]. The sub-
dominant mode S1 + S3 ≈ 1

2 (C0 − C2), however, describes
the “scissorlike” twist fluctuations of opposite clover leaves
relative to one another. Our experimental analysis focuses
mainly on the dominant mode. Collecting from above, we find
that the dominant contribution to the correlation function of
this mode is simply

S0(r, t ) = 3kBT
[
u f

001(r)
]2

8π ε
f
001

e−t/τ0 , (64)

with a decay time

τ0 = 1

� ε
f
001

. (65)

Note that S0(r, t ) is a function of κ and μ through ε
f
001

[Eq. (28)] and u f
001(r) [Eq. (19)], and τ0 is a function of κ

through ε
f
001. Figure 5 shows our experimental data for the

amplitude S0 = S0(rprobe, 0) of the correlation function and
the relaxation time τ0(rprobe) at probing radius rprobe = 0.4 μm
and t = 0.
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FIG. 6. (a) Radii ratio μ and (b) core radius R1 extracted from S0

(black dots) and τ0 with � = 20 ms
Kg (red open circles). The blue line

marks our result for a critical hedgehog, Eq. (49), with μc as stated
in Eq. (45). The inset zooms in on the deviation �R1 = R1 − R2/μc

of the experimental points from the critical hedgehog line. All points
correspond to drops that exhibited large fluctuations.

B. The core radius

About 50% of our experimental drops showed giant fluctu-
ations. In our discussion here, we focus on these drops as we
did in our experiments.

A common feature of all drops that display giant fluctu-
ations in our experiments is that though the mean positions
of their central droplets at the core can easily be determined,
their size is too small to be measured optically in our micro-
scope; this observation suggests that these droplets are likely
to be smaller than 0.1 μm in radius. This precludes a direct
measurement of R1. However, we can utilize the theoretical
predictions derived above to extract R1 from our experimental
data shown in Fig. 5. We have two unknowns, κ and μ (� will
be discussed below), and we need two equations to evaluate
them. Equation (48) provides an analytic expression relating
κ2 to μ, leaving us with one unknown, which we calculate by
setting the measured values of S0 plotted in Fig. 5 equal to
the formula for S0(rprobe, t = 0) [Eq. (48)] as a function of κ

and μ but with κ replaced by κ (μ). This gives us a nonlinear
function that Mathematica can easily solve for μ for each
value of R2. The results are shown in Fig. 6(a). Once we have
calculated μ we obtain R1 through the relation R1 = R2/μ as
shown in Fig. 6(b).

We can in principle also determine μ from τ0, whose al-
gebraic expression in Eq. (5) is simpler than that of S0. There
is a problem, however, because τ0 depends on the unknown

FIG. 7. � obtained from the combined data for S0 and τ0. The
horizontal line represents the mean value, � = 28.9 ms

Kg .

quantity �. We have two options: (i) We can use � as a fit
parameter. In this case, it turns out that the resulting curve
R1(R2) is remarkably insensitive to the value �; any value
larger than roughly 10 ms

Kg leads to essentially the same out-
come. (ii) We can combine S0(rprobe, 0) and τ0 and extract
� for each R2 from the combined data. In this case, we find
a large scatter, � = 28.9 ± 9.6 ms

Kg ; see Fig 7. However, the
scatter is not large enough to alter R1(R2). Ultimately, both the
data sets for S0(0) and τ0 lead to highly consistent estimates
for R1 as a function of R2; see Fig. 6.

A striking feature of the plots in Fig. 6 is that only one
black point in Fig. 6(a) differs from μc ≈ 700 by more than
one percent (but only marginally so). The result is that R1

in Fig. 6(b) differs from the straight line R1 = R2/μc by
less than one percent. This behavior is a direct consequence
of our restricting measurements to drops with fluctuations
large enough to be visible, a situation that only occurs in
drops near the critical point. Our analysis suggests that R1

varies from 5 to 25 nm, albeit with most cores between 5
and 12 nm. These numbers are comparable to those found
in experiments on defect cores [6,34,35] and are consistent
with recent experimental insights about the nanostructure of
topological defects [18] and theoretical work on the structure
of nematic hedgehogs [20,36,37].

As mentioned above, essentially any value of � larger than
10 ms

Kg leads to results for R1(R2) based on our data for τ0

that are highly consistent with the results based on our data
for S0. This finding is compatible with the established values
of � for 5CB which lie in the 10 to 20 ms

Kg range at room
temperature, cf. Sec. III. The mean value of � shown in Fig. 7
lies somewhat above this range.

The large scatter in the data for � (as well as systematic
shifts) could arise from fluctuations in average sample tem-
perature or inhomogeneous local temperature fluctuations due
to light focusing. See the experimental paper for details.

V. A ONE-DIMENSIONAL MODEL

The Frank free energy in spherical coordinates has a spe-
cial feature. The operators Dχχ ′

m in Eq. (7) all consist of a
homogeneous term multiplied on the left by 1/r2, a factor
that can be canceled by the r2 factor in the volume measure
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d3r = r2drdxdφ. This means that as long as no other terms
without the 1/r2 factor are introduced, the energy becomes
equivalent to a kind of effective 1D theory with measure dr
after integrating over sin θdθdφ. It is this fact that establishes
an equivalence between our calculations and those of RS for
the critical point but not for eigenvalues other than the zero
one.

Here we focus only on the m = 0 reduced, effective 1D
theory constructed from the harmonic energy of Eqs. (5) and
(7a) expressed in terms of f0 = fm=0 only:

F0 = πK3

∫ R2

R1

drdx f0
(
Dr + β2Dx

1 − 2β1
)

f0, (66)

where Dr and Dx
1 are defined in Eq. (8). Setting f0 equal to a

radial part u0(r) times the l = 0 eigenfunction
√

1 − x2/
√

2
of Dx

1: f0 = u0

√
1 − x2/

√
2, we find

F0 = πK3

∫ R2

R1

dr u0 (Dr + 2β2 − 2β1) u0. (67)

This is now a 1D theory in r, for which we can set
δu0(r)/δu0(r′) = δ(r − r′) to obtain

δF0

δu0(r)
= 2πK3(Dr + 2β2 − 2β1)u0 = εu0, (68)

where ε is the excitation energy per unit length (not per unit
volume) of the effective 1D theory. Setting u0 = L(r)/

√
r, and

applying the boundary conditions that L(R1) = L(R2) = 0, we
find

L(r) = Cn sin

[
nπ

ln(r/R1)

ln μ

]
, (69)

and

εn = K3

[
1

4
+

(
nπ

ln μ

)2]
+ 2K2 − 2K1, (70a)

ε1 = K3

[(
ν

f
00

)2 +
(

π

ln μ

)2]
. (70b)

We have a hierarchy of states indexed by n. All the en-
ergy densities εn must be positive for stability, even though
they do not correspond to measurable quantities. The critical
mode in this representation is ε1. It passes through zero on
exactly the same manifold calculated in RS and expressed
in Eq. (46). Now, however, the RS state occurs when the
energy ε passes from positive to negative (Fig. 8) as the Frank
constants and/or μ are varied. Equation (46) is equivalent
to the RS result and demonstrates that our calculation of the
lowest energy excitation agrees with RS. In addition, our wave
function for the lowest energy state at the critical point is also
identical to that of RS, Eq. (69) with n = 1. To see this, we
need to take the k → 0 limit of Eq. (24). Near s = 0,

Jν (s) ∼ 1

�(ν + 1)

( s

2

)ν

,

Yν (s) = Jν (s) cos πν − J−ν (s)

sin πν
, (71)

FIG. 8. Plots of ε/K3 (blue continuous line) and κ2
001 (black dots),

showing their common zero value at μc and their different shape
away from μc.

so that

Zν (kr) ∼ 1

sin π ν�(1 + ν)�(1 − ν)

×
[
−

(
kr

2

)−ν(kR1

2

)ν

+
(

kr

2

)ν(kR1

2

)−ν]

→ 1

πν
(eν ln(r/R1 ) − e−ν ln(r/R1 ) )

= 2

π
sin (ν ln r/R1), (72)

where we used �(1 − ν)�(1 + ν) = πν/ sin πν, ν = iν, and
ν = π/ ln μ in the limit k → 0 to reproduce Eq. (69). Thus,
as expected, the two calculations of the critical point give
identical results. Since the units of the two are different, the
two cannot be directly compared. We can, however, compare
κ2

001 with ε/K3, both of which are unitless, which is done in
Fig. 8.

From this discussion, it is clear that there are two distinct
calculational approaches: the effective 1D approach or the full
3D approach discussed in Secs. II and III. Their predictions
overlap and agree only in cases in which the functional deriva-
tives of the energy are equal to zero. This occurs in two related
cases: (1) at boundaries at which the energy of a particular
harmonic mode vanishes and, perhaps more interestingly and
(2) in ground states where the first functional derivatives of the
Frank energy are set equal to zero. Both approaches give the
same result for these calculations and, thus, the same results
for the region of stability of the radial and twisted structures,
but not for excitation energies, i.e., they yield different but
always positive excitation energies in stable regions of the
phase diagram. The 3D approach provides the energies, decay
times, and correlations functions measured in real scattering
experiments. It is not clear how the energies predicted by the
1D theory could be measured.

VI. CONCLUDING REMARKS

We have presented a theoretical analysis of the properties
of a radial hedgehog defect in a nematic drop that comple-
ments our experimental study as reported in Ref. [22]. This
analysis extends the existing treatment by RS [13]. We cal-
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culate the physically measurable excitation energies of the
trapped defect and the temporal correlation functions of the
related director fluctuations. Most importantly, our calcula-
tions yield a critical soft mode whose energy density ε001 =
K3(κ001/R2)2, where κ001 is analogous to a dimensionless
wavenumber, vanishes at a critical value μc of μ = R2/R1

that is identical to that calculated by RS [5,13] and calculated
as a bound in the μ → ∞ limit in Ref. [31]. When extended
to values of μ > μc, our calculations produce an imaginary
value for κ001 and a resultant negative value for ε001 that
signals that the radial state is not stable and that a transition to
a lower-energy state should ensue.

The formalism (i.e., calculational procedure) we use yields
energies and eigenfunctions that are measured in scattering
experiments. We have not found any examples in the literature
using this formalism to calculate excitation energies, etc.,
about captured point defects either in 3D (hedgehogs) or in 2D
(strength +1 disclinations trapped in islands in freestanding
smectic-C films). An alternative formalism has been used by
RS [13] and in several papers on disclinations in 2D islands
[25,26,30]. It defines the same stability limit of the radial
hedgehog state (or its analog in 2D) as our formalism. The
equations that determine equilibrium director configurations
are the same in both formalisms, so the two yield the same
equilibrium state for μ > μc. The excitation energies and
eigenfunctions produced by the two formalisms are different
as discussed in Sec. V.

An obvious next step is to calculate fluctuations relative to
the +1 disclinations trapped in 2D islands in smectic-C free-
standing films. We have begun to study this problem [28], and
the results we obtained thus far follow the 3D hedgehog re-
sults quite closely. A generalization of the current calculations
to include the effects of fluid flow would also be interesting, as
would be the treatment of more complicated trapped defects
such as hyperbolic hedgehogs [21].

To close, we compare our study to that of LT [19]. Though
both studies deal with hedgehog structures in spherical ne-
matic drops, their goals and outcomes are quite different.
LT’s goal was to demonstrate that a transition from a radial
hedgehog to a lower-symmetry hyperbolic hedgehog could
occur in response to varying Frank constants. They argued
that the radial phase is most likely to be preferred when the
bend constant K3 (and to a lesser extend the twist constant
K2) is large. This is the situation that occurs in the vicinity
of a transition to a smectic phase at which there is substan-
tial fluctuation enhancement of the energy of configurations
with nonzero curl [38]. They verified this conjecture and the
existence of a transition upon heating (to reduce both K3

and K2), from a radial configuration to one with hyperbolic
structure near the origin and a nonsingular +1 disclination
ring at further distance from the core to satisfy the radial
constraint at the the droplet boundary. They also developed
an analytic model that reproduced the observed texture. The
existence of the hyperbolic texture near the core rules out the
radial configuration imposed in our studies.

Our goal, however, was to measure director fluctuations
about a radial hedgehog state. In agreement with our theo-
retical calculations and earlier ones by RS [5,13] that predict
the existence of a soft mode with a vanishing energy and
associated divergent fluctuations, the observed fluctuation

amplitude is large, particularly near the defect core. Our
experiments failed to show any phase transition, and they
encountered no structure that corresponded to the hyperbolic
state studied by LT. This should not be surprising. Our ex-
periments were carried out on samples in which (ν f

00)2 < 0
[cf. Eq. (22)], a necessary prerequisite for the existence of
a soft mode. LT provides estimates of the Frank constants
near the transition to the hyperbolic state [K1 = 0.8 × 10−6

dynes, K2 = 0.8 × 10−6dynes, and K3 = 1.94 × 10−6dynes],
which yields a K3(ν f

00)2 = 0.145 × 10−6 dynes, a clearly pos-
itive value that puts their system in a completely different
category from ours—one without a vanishing eigenvalue and
associated large director fluctuations. It would be interesting
to investigate the full phase diagram in the β1-β2 plane at fixed
K3, with and without the imposition of radial conditions at the
core.

Finally, we note that we remain largely ignorant of the de-
tails of the development of “twist-bend” order when μ > μc.
We have begun a numerical study [39] of this issue using
the standard Q-based Landau-de-Gennes discretized model
on a cubic mesh [40], implemented by the ALGLIB package
[41], the open-source version of which is available online and
described in detail in Ref. [42]. Our preliminary results do
show evidence of a fairly simple twist-bend state near μc but
more complex states as μ increases beyond μc.
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APPENDIX A: f -g MIXING

To evaluate �mll ′ , we note that D f g
m and Dgf

m are odd in x and
that vp,l is even (odd) for l even (odd). Because the domain
of integration over x is symmetric about zero, this implies
that �mll ′ is zero unless l is even and l ′ is odd or vice versa.
This in turn means that for any l, l ′ > 0, Am,2l,n couples only
to Bm,2l ′+1,n and that Bm,2l,n couples only to Am,2l ′+1,n. It is
helpful to reorganize the expansion Eq. (42) to reflect these
properties. To this end, we collect the expansion coefficients
Amln and Bmln in the two “vectors,”

�
f
mln =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Am0n

Bm1n

Am2n

Bm3n

Am4n

...

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

and �
g
mln =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Bm0n

Am1n

Bm2n

Am3n

Bm4n

...

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (A1)

so that Am,2l,n = �
f
m,2l,n, Bm,2l+1,n = �

f
m,2l+1,n, Bm,2l,n =

�
g
m,2l,n and Am,2l+1,n = �

g
m,2l+1,n. Reality of f and g require

044703-12



THEORY OF DIRECTOR FLUCTUATIONS ABOUT A … PHYSICAL REVIEW E 105, 044703 (2022)

�
χ

−mln = �
χ∗
mln for χ = f , g. This leads us to

F = 1

2

∑
ln

[
A2

0lnε
f
0ln + B2

0lnε
g
0ln

]

+
∑

m>0,ll ′nn′

[
�

f ∗
mlnK f f

mll ′nn′�
f
ml ′n′ + �

g∗
mlnKgg

mll ′nn′�
g
ml ′n′

]
,

(A2)

as our final expression for the Frank energy, where, in prin-
ciple, K f f and Kgg are infinitely large matrices. In practice,
we have to approximate the Frank energy by truncating these
matrices. As mentioned above, we work with 0 � m � 3,
0 � l � 2 and n = 1, which leads to the truncated matrices

K f f
m =

⎛
⎜⎜⎝

ε
f
m01 −im �m0111 0

im �m0111 ε
g
m11 im �m2111

0 −im �m2111 ε
f
m21

⎞
⎟⎟⎠, (A3)

and

Kgg
m =

⎛
⎜⎝

ε
g
m01 im �m1011 0

−im �m1011 ε
f
m11 −im �m1211

0 −im �m1211 ε
g
m21

⎞
⎟⎠,

(A4)

which are sufficient to produce good agreement with our
experiments. Note that these matrices are Hermitian with
complex entries, implying that the wave functions and corre-
lation functions are also complex. Here and in the following,
we use for our energy matrices the shorthand notation Kχχ

m =
(Kχχ

m11)ll ′ . Note that once we specify the values of the Frank
elastic constants and the radii R1 and R2, the matrix elements
of K f f

m and Kgg
m are merely numbers that we can compute,

e.g., using Mathematica. In the following, we will suppress
the index n, which we keep fixed at n = 1, for notational
simplicity.

The m = 0 case is discussed in Sec. III. Now, we turn
to m 
= 0. As in Sec. III, we initially focus on f with the
understanding that corresponding equations exist for g (simply
with f replaced by g). The equations of motion for A0ln (and
B0ln) are given in Eq. (51) and those for �

f
ml with m > 0 are

∂t �
f
lm = −�

∂F

∂�
f ∗
ml

= −�
(
K f f

m

)
ll ′�

f
ml ′ . (A5)

To solve these equations of motion for m > 0, we diagonalize
K f f

m , (
K f f

m

)
ll ′ =

∑
α

r f
αm ξ

f
αmlξ

f ∗
αml ′ , (A6)

where the ξ
f
αml , which are complex, are the components of the

normalized eigenvectors of K f f
m , and r f

αm are the correspond-
ing eigenvalues. Expressing �

f
ml in terms of the basis provided

by these eigenvectors, we have

�
f
ml =

∑
α

� f
αm ξ

f
αml , (A7)

where �
f ∗
αm = �

f
α(−m) and ξ

f ∗
α(−m)l = ξ

f
αml . Inserting Eqs. (A6)

and (A7) into Eq. (A5), the equations of motion for m > 0
simplify to

∂t � f
αm = −� r f

αm� f
αm (A8)

and are readily solved, yielding

� f
αm(t ) = � f

αm(0) e−� r f
αmt . (A9)

For the � f -� f correlations, this leads to〈
�

f ∗
ml (t )� f

ml ′ (0)
〉 = kBT G f

mll ′ (t ), (A10)

where

G f
mll ′ (t ) =

∑
α

1

r f
αm

ξ
f
αmlξ

f ∗
αml ′ e−� r f

αmt . (A11)

Clearly, G f
(−m)ll ′ (t ) = G f

ml ′l (t ) = G f ∗
mll ′ (t ).

From here on, it is useful to distinguish between f
and g superscripts again. Recalling that A2l,mn = �

f
2l,mn and

A2l+1,mn = �
g
2l+1,mn from the definitions of �

f
lmn and �

g
lmn in

Eq. (A1), we obtain

〈A∗
m,2l (t )Am,2l ′ (0)〉 = kBT G f

m,2l,2l ′ (t ), (A12a)

〈A∗
m,2l+1(t )Am,2l ′+1(0)〉 = kBT Gg

m,2l+1,2l ′+1(t ). (A12b)

Having the time-dependent correlations of the A-
coefficients for m = 0 and |m| > 0, we are now in the position
to write down the time-dependent f - f correlation function.
Collecting terms, we obtain Eq. (55) for the f - f correlation
functions with the m = 0 contribution given by Eq. (56) the
|m| > 0 functions by

Sm(r, r′, x, x′, t )

= S∗
−m(r, r′, x, x′, t ) = kBT

2π

×
∑
ll ′n

{
G f

m,2l,2l ′ (t )wm,2l (r, x)wm,2l ′ (r
′, x′)

+ Gg
2m,l+1,2l ′+1(t )wm,2l+1(r, x)wm,2l ′+1(r′, x′)

}
, (A13)

where wm,l (r,x) = u f
m,l (r)v f

m,l (x). Note that for t → 0, our
time-dependent correlation functions reduce to their static
counterparts as they should. Using Eq. (63) we can calculate
S̃m in terms of the Cp’s:

S̃0 = 1
4 (C0 + C1 + C2 + C3) (A14a)

S̃1 = 1
4 [C0 − C2 + i(C1 − C3)] (A14b)

S̃2 = 1
4 (C0 − C1 + C2 − C3) (A14c)

S̃3 = 1
4 [C0 − C2 − i(C1 − C3)]. (A14d)

As required, S̃0 and S̃2 are real, and S̃1 and S̃3 are complex
with S̃3 = S̃∗

1 . In addition, S̃1 + S̃3 = (C0 + C1)/2 is real, and
S̃1 − S̃3 = (C1 − C3)/2i is pure imaginary.

APPENDIX B: LIGHT TRANSMISSION

We find it worthwhile to elaborate some more on the
connection of above results to various quantities directly mea-
surable by spectroscopy experiments. First, let us discuss
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the connection to the polarized microscope images taken in
our experiments [22]. We can produce theoretical versions of
these images for a given random pattern specified by a set of
random Amln via the usual Jones Matrix formalism using

δn(�r, t ) = êφ

∑
mln

Amln(t )� f
mln(�r). (B1)

To facilitate this, we simply have to draw the Amln from their
Gaussian distribution whose variance is given by Eqs. (53) and
(A12). Figure 5 of Ref. [22] shows measured and theoretical
polarized microscope images that are in close agreement.

Next, we turn to the dielectric tensor and refractive index
of our nematic drop. As is customary for a nematic, we ap-
proximate the dielectric tensor by writing

εi j (�r, t ) = ε‖ ni(�r, t )n j (�r, t )

+ ε⊥[δi j − ni(�r, t )n j (�r, t )], (B2)

where ε‖ and ε⊥ are the components parallel and perpendicu-
lar to the director, respectively. The corresponding refractive
index νi j = √

εi j is

νi j (�r, t ) =√
ε‖ ni(�r, t )n j (�r, t )

+ √
ε⊥[δi j − ni(�r, t )nj (�r, t )]. (B3)

To first order in the deviation δn(�r, t ) from the radial equilib-
rium configuration n0(�r) = êr , the fluctuations δεi j and δνi j

of these quantities are

δεi j (�r, t ) = �ε
[
n0

i (�r)δn j (�r, t ) + n0
j (�r)δni(�r, t )

]
, (B4)

where �ε = ε‖ − ε⊥ is the dielectric anisotropy, and

δνi j (�r, t ) = �ν
[
n0

i (�r)δn j (�r, t ) + n0
j (�r)δni(�r, t )

]
, (B5)

where �ν = √
ε‖ − √

ε⊥. If desired, one can now readily
calculate random samples of δεi j and δνi j using Eq. (B1).

Beyond that, we can also calculate the fluctuations of
the dielectric constant, the scattered electrical field, the light
intensity profile, etc. Denoting the electric polarization di-
rections of the incident and transmitted light by êI and êT ,
respectively, the magnitude of the scattered electric field is
proportional to

E (�r, t ) = eI
i εi j (�r, t )eT

j = �εN (�r) f (�r, t ), (B6)

where

N (�r) = eI
r (�r)eT

φ (�r) + eT
r (�r)eI

φ (�r), (B7)

is a geometric factor containing the projections of the polar-
ization vectors êI and êT onto êr and êφ , eI

r = êI · êr , etc. The
correlation function of the electric field magnitude follows as

〈E (�r, t )E (�r′, 0)〉 = (�ε)2N (�r)N (�r′)〈 f (�r, t ) f (�r′, 0)〉, (B8)

or, collecting from our results above,

〈E (�r, t )E (�r′, 0)〉 = (�ε)2N (�r)N (�r′)

×
∞∑

m=0

Sm(r, r′, x, x′, t ) cos [m(φ − φ′)].

(B9)

From this, the average intensity of the transmitted light is
readily obtained using

〈I (�r)〉 = 〈E2(�r, 0)〉. (B10)

Another quantity of potential interest is the intensity correla-
tion function

〈I (�r, t )I (�r′, 0)〉 = 〈E2(�r, t )E2(�r′, 0)〉. (B11)

Exploiting the common properties of Gaussian distributions,
we get

〈I (�r, t )I (�r′, 0)〉 = (�ε)4N 2(�r)N 2(�r′)[〈 f 2(�r, t )〉〈 f 2(�r′, 0)〉
+ 2〈 f (�r, t ) f (�r′, 0)〉2], (B12)

with the correlations of f as given in Eq. (55).
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