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Abstract—Unmanned Aerial Systems (UAS) are an emerging type of airborne traffic under active research expected to carry cargo and passengers in the future over dense population centers. One challenge is identifying algorithms which can compactly represent and navigate the available airspace while avoiding conflict with buildings and other UAS. In this paper, we explore a decentralized method coupling a medial axis graph for global navigation through the city with local collision avoidance of buildings and other UAS to obtain collision-free efficient navigation through an urban environment. We study trade-offs of using Optimal Reciprocal Collision Avoidance (ORCA), Rapidly-exploring Random Trees (RRT and RRT*), and Fast Markov Decision Process (FastMDP) as the collision avoidance algorithms. We examine low-altitude UAS navigating through a portion of New York City dense with skyscrapers to study the effectiveness of the algorithms in a challenging environment. We show that ORCA, RRT, RRT*, and FastMDP all are fairly efficient for 2D problems, but as the problem becomes more realistic (3D, constrained motion, aware of other UAS), FastMDP provides the best overall performance among the four algorithms studied.

Index Terms—Collision avoidance, Markov Decision Process.

I. INTRODUCTION

Unmanned Aerial Systems (UAS) including package delivery drones, air-taxi, and similar aircraft are envisioned for Urban Air Mobility (UAM) [1]–[5] and Advanced Air Mobility (AAM) applications [6] where aircraft fly between specially designed vertiports which will allow vertical take-off and landing (VTOL) aircraft to safely ascend and land in urban environments. Many papers focus on aircraft navigating between these vertiports over large areas on the order of the size of a metropolis area or between cities. [7]–[14] In this paper, we examine navigation through a city where UAS may need to fly between and around building in a dense urban environment such as New York City. While the regulatory environment may not be ready to approve operators openly flying small UAS or larger air-taxis near or between buildings anytime soon, we imagine that trusted emergency services operators (e.g., police, fire, disaster response) in urban areas may be granted special privileges to perform operations in dense urban environments like New York City. Current events also suggest that in war-torn areas such as Ukraine, humanitarian aid workers might benefit from UAS which could navigate war-torn cities in an effort to identify survivors. For these reasons we still believe that this concept is worth exploring as we hope it may inform future related research.

In this paper, we break the problem into a “global” path planning problem through the city, and a “local” collision avoidance problem with buildings and aircraft. The contributions of this paper are:

1) development of a method to traverse a dense urban environment using the medial axis of a polygon-with-holes representation of the buildings,
2) efficient waypoint sequencing along the shortest paths constructed from the medial axis graph
3) extension of the FastMDP algorithm to polygon-shaped obstacles including formal proofs, and
4) comparison of performance of ORCA [15], RRT [16], RRT* [17], and FastMDP [18] for the local collision avoidance problem.

We direct the reader to [19] which is an excellent survey paper covering the problem background and approaches that have been used for path planning, collision avoidance, and trajectory optimization. Within the framework described by the survey paper, we note generally that the FastMDP algorithm can be understood as having a receding horizon similar to Model Predictive Control [20], [21] where the objective function being maximized is the value function for an underlying Markov Decision Process (MDP) [22], [23], and the resulting trajectory follows the optimal policy of the MDP. Note that MDP-based approaches do not explicitly separate the problem into path planning, collision avoidance, and trajectory optimization, but instead solves all three simultaneously. In this paper, FastMDP is used to solve collision avoidance and trajectory optimization as a combined problem leaving path planning through the city to a higher level algorithm.

This work differs from other related papers as follows. In [24], navigation through an indoor environment with static and moving obstacles is performed using an optimal control approach. To simplify the problem, obstacles were identified, clustered, and modelled as rectangular prisms which is a compatible assumption for an indoor building environment where many walls and obstacles are rectangular in nature. The algorithm optimally avoids obstacles, minimizing deviations from a human generated flight path provided as a set of waypoints with computations taking on the order of 80 to 120 ms. In this paper, we show a method to handle more complex obstacles modelled as convex polygons and generate the waypoints through a graph representing the city.

In [25], flight planning for UAS performing building inspections is examined. Flight paths are pre-computed from building
information data files which describe construction plans for a building and allow a set of waypoints to be constructed from points of interest input by the operator. A voxel based occupancy grid is constructed to identify a collision free space to operate within. The grid is converted to a graph, and A* search is used to compute a flight path where the result favors slow, careful movements around a building for safe and steady operation of the on-board inspection cameras.

In [26], a similar approach is used to this paper where a polygon-straight skeleton is found for an environment with rectangular obstacles, and the skeleton is then used as a seed for improving the performance of RRT. In this work, rather than using the skeleton to improve RRT performance in finding a solution for the global problem, we instead use the skeleton to provide waypoints for a simpler problem to the local path planner. Additionally, we exploit the radii of the skeleton for improved waypoint sequencing during flight, which may allow for improved path generation.

In [27], a UAV is provided a voxel map as an occupancy grid, and uses A* search at each time step to compute a reference path that will achieve high-level goals (e.g., reaching a set of goal locations) and the reference path is provided to an underlying Model Predictive Control module to compute a trajectory. Trajectory optimization is performed and regulates the UAVs speed, for example, by slowing down as buildings are approached. Several tuning parameters are provided that allow the designer to tune the risk taking behavior of the UAV as it prosecutes its mission, with the desired behavior of the UAVs being a “tactical” behavior where the UAV will sneak slowly along building walls and wish dash across open areas in order to remain better concealed. In this paper, we assume that the building layout is known a priori, and we then pre-compute a data structure from the medial axis graph which allows for efficient lookup of shortest path while in flight. We note that generally speaking MDP-based methods simultaneously solve the path planning, collision avoidance, and trajectory optimization problems and in this paper we use FastMDP, ORCA, RRT, and RRT* to perform collision avoidance and trajectory generation. Note that nothing precludes the use of a trajectory optimization algorithm underneath FastMDP, but doing so is out of scope for this paper.

The paper is organized as follows: Section II discusses the algorithms evaluated in this paper, Section III develops the approach used in solving the problem including extending the FastMDP algorithm to polygonal obstacles, Section IV describes the simulation environment based on a portion of New York City, Section V describes the test results, and Section VI provides concluding remarks.

II. BACKGROUND

Optimal Reciprocal Collision Avoidance (ORCA) [15] is a well known algorithm that performs collision avoidance by computing regions which could potentially be occupied by other agents (velocity obstacles) and then selects a velocity for the agent which is outside the occupied area of all other agents. ORCA assumes agents are holonomic, can instantaneously change velocity in any direction, and is optimal under the assumption that all other agents are also using ORCA. ORCA is used in this paper as a representation of what optimal or nearly-optimal collision avoidance with respect to other aircraft might look like as a useful comparison data point for the other algorithms.

Rapidly-exploring Random Trees (RRT) [16] is a well-known algorithm from robotics than uses a random sampling approach to expand a tree of future states out from the initial state until a goal state is reached. An extension to RRT known as RRT* (pronounced “RRT-star”) [17] improves upon the paths generated by RRT by periodically performing a limited rebalancing of the tree known as “rewiring” which leads to smoother, simpler paths through the space. RRT and its variants are normally used for path-finding problems through complex environments with many difficult obstacles to avoid. RRT and RRT* are good algorithms to compare with as they should do an excellent job of avoiding buildings and aircraft, but with increasing computational cost as the tree becomes more complex. RRT and RRT* are both capable of solving our “global” path planning problem, but would require a very large amount of time to do so (minutes in our early experiments.)

FastMDP [18], [28] is a recently proposed algorithm which solves a limited subclass of Markov Decision Processes (MDPs) [22], [23] and has been applied to numerous aerospace related problems [29]–[34], notably including collision avoidance. FastMDP exploits special structure present in the solution of the MDP (the value function) and uses this structure to compute the solution of the MDP very quickly (usually dozens or hundreds of milliseconds.) One of FastMDP’s limitations is that it requires an efficient distance metric (one which can be computed quickly with low computational cost) through the MDP’s transition function, which for simple environments may be an L1 (Manhattan) or L2 (Euclidean) norm. Thus, it is difficult to apply FastMDP to the urban environment problem examined in this paper, as there is no easy-to-compute norm through the environment.

The difficult nature of this problem requires some additional framework for these algorithms to be used effectively.

III. APPROACH

In this paper, we break the problem into a “global” approach which finds a good path through the city from a starting location to a goal location represented as series of waypoints, and a “local” approach which then avoids collisions while navigating to the next waypoint. At each time step of the simulation, the “local” problem is re-solved using the current state of the environment, resulting in a receding horizon-like approach which can adapt to the unknown future positions of other aircraft.

Buildings are represented as convex polygons derived from floor plans of 3D models of New York City buildings available from [35]. A polygon-with-holes is defined by a bounding polygon large enough to contain all of the building polygons; the building polygons are then treated as holes within the bounding polygon. Given a convex polygon with convex holes, the polygon’s medial axis can be found, which is the set of points in the polygon’s interior which are equidistant from at
least two of the polygon’s sides. The medial axis (or “straight skeleton”) is a well known concept from computational geometry [36] and has been used for indoor navigation [37], computer aided drafting/modelling [38], and generating virtual endoscopy of colonoscopy scans for radiologists [39]. There are many ways to compute and interpret the medial axis; see [38], [40] for an overview and details. The medial axis can be defined using line segments, but an alternative way of representing it is as a graph, which we will refer to as the medial axis graph (MAG), where the nodes of the graph are endpoints of the medial axis line segments, and edges of the graph describe connected endpoints and correspond to the line segments. See Figure 2 for an example medial axis derived from our polygonal building representations. Each node of the MAG also is assigned a radius, which is the distance to the nearest point on the boundary (interior or exterior) of the polygon-with-holes. The nodes with their radius can be viewed as “supports” for the skeleton and contain all of the information needed to reconstruct both the skeleton and the polygon itself [38]. See Figure 1 for an illustration of the medial axis with radii depicted as gray circles centered around their corresponding node.

The medial axis can be computed by computational geometry packages such as CGAL [41], though for large number of polygons the time to find the medial axis can be large – too long for generation at run-time. (In our case, it took approximately 5 hours to precompute the MAG. We believe that MAG computation should also be able to be accelerated on GPU to reduce the MAG computation time significantly, but did not explore that idea under this paper’s scope.) Thus, for our problem we pre-compute the MAG and then also pre-compute the pair-wise distances through the MAG for every pair of nodes. Thus, given any node of the MAG, we can use a lookup table to find the distance to any other node and can perform simple operations such as finding the next closest node along the shortest path from a start to and end node.

This forms the basis of our approach’s ability to navigate our city. While we only examine a small area of New York City in this paper, without loss of generality, this approach could easily be extended to a tile-based approach where the MAG for the current area of the city being traversed is loaded. Note also that while we start with 3D building models, we found it computationally expensive to compute the MAG in 3D and have simplified path planning problem between the buildings to a 2D problem. The MAG is used to efficiently identify the regions of free space which can be safely navigated by the UAV, but the algorithms are free to then navigate that obstacle-free space in 3D (at least, the FastMDP, and 3D versions of RRT and RRT*.) While not addressed in this paper, it would be a straightforward extension to compute the MAG at different altitudes as “MAG slices” and then link the MAG slices together in order to allow the UAVs to navigate over the top of shorter buildings.

Given a start location we find the closest node of the MAG (the “start node”), and then given the goal location, we find the closest node of the MAG (the “exit node”) and can then easily compute the distance from the start to the goal through the MAG. Starting with the start node, we use the next node in the shortest path through the graph as our waypoint for the “local” problem. ORCA and RRT/RRT* can consume this intermediate goal directly, but FastMDP requires extension in order to deal with polygonal negative rewards, which we develop next.
A. FastMDP and Negative Reward Regions

FastMDP has previously been shown to perform collision avoidance of aircraft, but in prior work FastMDP could only handle “point source” rewards where positive and negative rewards occur at specific points in the state space. A CPU and GPU version of FastMDP have been explored in prior papers. The CPU version of FastMDP used in this paper was shown to have computational complexity of $O(|R| \times |A| \times |D|)$ where $|R|$ is the number of discrete rewards in the reward function, $|A|$ is the number of actions (or control inputs) that the agent can take at each time step, and $|D|$ is the number of discrete time steps in the receding horizon problem. In this work, we extend FastMDP to handle polygon-shape negative rewards and use these to represent collisions with buildings. This is a useful extension to FastMDP which has broader impacts to other types of obstacles in the environment which may also be represented with polygons, such as weather, but we leave those other applications to future work. We now extend the FastMDP formalism in [28] from point source rewards to polygonal rewards.

Formally, let us define a distance function $\delta(s,s_i)$ as the minimum number of actions $a \in A$ needed to reach state $s_i \in S$ starting from state $s \in S$:

$$\delta(s,s_i) = \min_t \{ t \mid T(s,a_1,a_2,\cdots,a_t = s_i) \},$$

where $a_1,a_2,\cdots,a_t$ represent a sequence of actions taken at each time step, and $T(s,a_1,\cdots,a_t)$ represents the transition function applied at each time step $t$ using the sequence of actions starting at state $s$.

We define a region of negative reward as a set $D_i$ where an indicator function $I$ is defined such that $I(s_i) = 1$ for all $s_i \in S$ which lie within the boundary of $D_i$ and otherwise zero. We likewise define the MDP reward function such that $R(s) = r_d, \forall s \in D_i$, otherwise 0, where $r_d < 0$ is a negative, scalar value. Let $S_i = \{ s \in S \mid I(s_i) = 1 \}$ be the set of states within the boundary of the region.

Let $S^r = \{ s \in S \mid R_D(s) = 0 \}$ be the set of all states where zero reward is obtained. Now, let $S^r = \{ s \in S \mid R_D(s) < 0 \}$ be the set of all states where negative reward is received (that is, the set of states that lie within region $D_i$). Let us denote the set of all states $k$ steps from $S^r$ as $S^k = \{ s \in S \mid \min_{s \in S^r} \delta(s,s_z) = k \}$ where $k \geq 0$ is an integer, with $S^0 = \{ S^r \}, S^1$ with all states one step from $S^r$, etc. For any $k \geq 0$, $S^k \subseteq S^{-}$ and $S^{-} = \bigcup_{k=1}^{\infty} S^k$. For any bounded, non-infinite region $D_i$, note that $k$ is bounded by some integer $K = \max_{s \in S^{-},s_i \in S^r} \delta(s,s_z)$ which represents the maximum number of steps required to reach $S^0$ from any $s \in S^{-}$. By definition, the reward received at any state $s_0 \in S^r$ is 0 and the reward received for any state $s_k \in S^k$ with $k > 1$ is the negative reward $r_d < 0$.

Let us assume a set of states $T = \{ s_1, s_2, s_3, \cdots, s_N \}$ which form a trajectory through the state space $S$ at time steps $t = \{ 1, \cdots, N \}$. From standard MDP literature, let us define the future discounted return over a trajectory $T$ as $G = \sum_{t=1}^{N} \gamma^t R_i$, where $0 < \gamma < 1$ is known as the discount factor of the infinite horizon MDP and $R_i$ is the reward obtained at each time step.

**Lemma 1.** For an MDP containing only a region of negative reward $D_i$, the optimal action from $S^0$ is to remain in $S^0$ resulting in a return of: $G_0 = \sum_{i=1}^{N} \gamma^i \cdot R_i = 0$.

**Proof.** Assume that we begin at a state $s_0 \in S^0$. If we take an action $a \in A$ and transition to a next state $s' \in S$, there are two possible outcomes:

$$s' \in \begin{cases} S^0 & \text{if } T{s_0,a} \in S^0 \\ S^k, k > 0 & \text{otherwise} \end{cases}$$

Recall that $S^0 = S^r$ and that the reward received at state $s_z \in S^r$ is 0, and the reward received in $S^k, k > 1$ is a negative reward $r_d < 0$. If we consider an infinite trajectory of states $T_0 = \{ s_1, s_2, \cdots, s_N \mid s_i \in S^r, \forall i \in \{ 1, \cdots, N \} \}$ that all lie within $S^0$, then the reward received at each step is $R_i = 0$, and the future discounted return of the trajectory is:

$$G_{T_0} = \sum_{i=1}^{N} \gamma^i \cdot R_i = \sum_{i=1}^{N} \gamma^i \cdot 0 = 0.$$

If we consider an infinite trajectory of states $T_1 = \{ s_1, s_2, \cdots, s_N \mid \exists s_i \in S^-, \forall i \in \{ 1, \cdots, N \} \}$ where one or more states lie within $S^-$, then the reward received at each state within $S^-$ is the negative reward $r_d < 0$:

$$G_{T_1} = \sum_{i=1}^{N} \gamma^i \cdot R_i = \sum_{i=1}^{N} \gamma^i \cdot 0 + \sum_{j=1}^{k} \gamma^j \cdot r_d + \sum_{i=k}^{m} \gamma^i \cdot 0,$$

and the future discounted return of the trajectory is guaranteed to be less than $G_{T_0}$:

$$G_{T_0} > G_{T_1} \implies \sum_{i=1}^{N} \gamma^i \cdot R_i > \sum_{i=1}^{N} \gamma^i \cdot R_i.$$
of $G_0 = \sum_{i=0}^{\infty} \gamma^i = 0$. Moreover, any trajectory that traverses only states in $S^0$ has a return which we will denote $G_0 = G_{T^0} = \sum_{i=1}^{N} \gamma^i \cdot R_i = 0$.

Lemma 2. For an MDP containing only one region of negative reward $D_i$, the optimal trajectory from a state $s_k \in S^k, k > 0$ is to move to a state $s_0 \in S^0$ in a minimal number of actions:

$$T_k^* = \min_i \{ t \mid T(s, a_1, a_2, \ldots, a_t) = s_0 \in S^0 \}.$$  

Proof. Assume that the initial state $s_k \in S^k$ with $k = 1$ and taking an action $a \in A$ which leads to a next state $s' \in S$. The following transitions are possible:

$$s' \in \begin{cases} S^0 & \text{if } T(s_k, a) \in S^0 \text{ (Case A)} \\ S^1 & \text{if } T(s_k, a) \in S^1 \text{ (Case B)} \\ S^k, k > 1 & \text{otherwise (Case C)}. \end{cases}$$  

Lemma 1 shows that $S^0$ is absorbing and has a return $G_0 = 0$, thus for Case A the return would be $G_A = r_d + \gamma \cdot G_0 = r_d$, with $r_d < 0$. For Case B, if we temporarily denote the return starting from $s_k, k = 1$ as $G_1$, then the return of Case B is defined recursively as $G_B = r_d + \gamma G_1$ as we return back to $S^1$. While the return of $G_1$ is currently unspecified, it is clear that $G_B < G_A$ and therefore Case B is not optimal as at best we added one additional step before reaching $S^0$ which only serves to reduce our return. For Case C, we see a similar situation as any $S^k, k > 1$ implies that the distance to $S^0$ has increased, meaning that the return has at least $k$ $r_d$ terms in it: $G_C = r_d + \gamma^i \cdot r_d + G_0$. Therefore, Case C is also not optimal. Thus, for $s_k \in S^k, k = 1$, the optimal action is to transition to $S^0$ for a return of $G_1 = r_d + \gamma \cdot G_0$.

Now consider starting from some $s_k \in S^k, k > 1$ and taking an action $a \in A$ leading to a next state $s' \in S$. Possible outcome are:

$$s' \in \begin{cases} S^j, j < k & \text{if } T(s_k, a) \in S^j, j < k \text{ (Case A)} \\ S^k & \text{if } T(s_k, a) \in S^k \text{ (Case B)} \\ S^m, m > k & \text{otherwise (Case C)}. \end{cases}$$  

Following similar logic, for Case A, this results in a return of $G_A = r_d + \gamma \cdot G_j$. For Case B, if we temporarily denote the return starting from $s_k \in S^k$ as $G_k$, then the return of Case B is defined recursively as $G_B = r_d + \gamma G_k$ as we return to $S^k$. While the return of $G_k$ is currently unspecified, it is clear that $G_B < G_A$ and therefore Case B is not optimal. For Case C, $S^m, m > k$ implies that the distance to $S^0$ has increased, meaning that the return has at least $k$ $r_d$ terms in it: $G_C = r_d + \gamma^i \cdot r_d + G_k$. Therefore, Case C is also not optimal. Thus, at each level $S^k$ we find that the optimal action is to take the action that reduces $k$. Given that $S^k$ is defined in terms of the minimum number of actions it takes to reach $S^0$, it is therefore only possible to reduce $k$ by 1 at each step, and the optimal trajectory then steps down from higher levels of $S^k$ to $S^0$ and is then:

$$T_k^* = \{ s_k \in S^k, s_{k-1} \in S^{k-1}, \ldots, s_0 \in S^0, s_0 \in S^0, \ldots \} = \min_i \{ t \mid T(s, a_1, a_2, \ldots, a_t) = s_0 \in S^0 \}.$$  

noting again that once $S^0$ is reached, it is an absorbing state with return $G_0 = 0$.

Corollary 1. For an MDP containing only a region of negative reward $D_i$, starting from a state $s_k \in S^k, k > 0$ the future discounted return is: $G_k = \sum_{i=0}^{k} \gamma^i \cdot r_d$.

Proof. The proof is a straightforward application of Lemma 2:

$$G_k = \gamma R(s_k) + \gamma^2 R(s_1) + \cdots + \gamma^k R(s_0) = r_d + \gamma r_d + \cdots + \gamma^i r_d + \gamma^{i+1} + \cdots + \gamma^{k+n_0} = r_d + \gamma \cdot \sum_{i=0}^{k} \gamma^i \cdot r_d = \sum_{i=0}^{k} \gamma^i \cdot r_d.$$  

Definition 1. Let us now define the $k$-distance function $K_i(s)$, which returns for a given state $s \in S$ the value of $k$ for which the state belongs in $S^k$ with respect to region $D_i$, then we may define the value function as follows.

Corollary 2. For an MDP containing only a region of negative reward $D_i$, the value function $V^*(s)$ for any state $s \in S$ is:

$$V^*(s) = G_{K_i(s)}.$$  

Proof. The value function is defined as the future expected reward starting at each state $s \in S$. Lemma 1 defined the return $G_0$ for states $s \in S^0$ and Lemma 2 define the return $G_i$ for states $s \in S^k, k > 0$. As $S = \cup_{i=0}^{N} S^k$ and $k = K_i(s)$ provides which $S^k$ the state $s$ belongs to, then $V^*(s) = G_{K_i(s)}$.

Consider an MDP with two regions of negative reward, $D_i$ and $D_j$. To distinguish the two regions, let us denote $S^k_i$ with respect to region $D_i$ as $S^k_{i}$ and let us denote $S^k_j$ with respect to region $D_j$ as $S^k_{j}$. $S^k_i$ and $S^k_j$ can be understood as level sets within each region $D_i$ and $D_j$.

Theorem 1. The value function resulting from two disjoint regions $D_i$ and $D_j$ separated by at least $\delta(s_i, s_j) > 1$, $\forall s_i \in D_i, \forall s_j \in D_j$ is:

$$V^*(s) = V^p(s), \forall p \in \{ i, j \},$$  

where $V^p(s)$ indicates the value function resulting from only region $D_p$ being present in the MDP.

Proof. Recall the $k$-distance metric from Definition 1, $K_i(s)$ which for a state $s_i \in D_i$ with $s_i \in S^k_i$ for some $k$, returns the minimum number of steps $k$ which are required to reach $S^j$ from $s_i$.

As each region is separated by $S^j$ level sets $S^k_i$ are established for $k = \{ 0, 1, \ldots, K_i \}$ for each region $D_i$ and $D_j$. As the regions are separated by $S^j$, for a given state $s_i \in D_i$, the distance to $S^j$ is unaffected by the presence of region $D_j$. That is, $\forall s_i \in D_i, K_i(s_i|D_i) = K_i(s_i|D_i, D_j)$ where the notation $K_i(s_i|D_i)$ indicates an MDP where only $D_i$ is present and $K_i(s_i|D_i, D_j)$ indicates an MDP where both $D_i$ and $D_j$ are present. Likewise, $\forall s_j \in D_j, K_j(s_j|D_j) = K_j(s_j|D_j, D_i)$. Therefore, the distances $K_i(s_i)$ and $K_j(s_j)$ are independent of
each other, and are equivalent to the case where each region $D_i$ and $D_j$ are present in the MDP in isolation. It then follows that $S^k_i$ and $S^k_j$ are also independent from each other and are equivalent to the case where each region $D_i$ and $D_j$ are present in the MDP in isolation. That is, $S^k_i = S^k_i$ where $S^k_{i,j} = \{s \in S^k_i|D_i, D_j\}$ indicates the $S^k_i$ when region $D_j$ is also present in the MDP.

With independence of the regions established, using Corollary 1 and Corollary 2 the value function of $D_i$ is $V^*_i(s) = G_{K_i(s)} = \sum_{t=0}^{K_i(s)} \gamma^t \cdot r_i$, where $r_i$ is the constant negative reward associated with region $D_i$, and the value function of $D_j$ is $V^*_j(s) = G_{K_j(s)} = \sum_{t=0}^{K_j(s)} \gamma^t \cdot r_j$, where $r_j$ is the constant negative reward associated with region $D_j$. We note that $V^*_i(s) \leq 0$ and $V^*_j(s) \leq 0$ and given the independence of $D_i$ and $D_j$, the resulting value function is therefore $V^*(s) = \min_{s \in S} V_p(s), \forall p \in \{i, j\}$. □

Theorem 1 can be readily extended to $N$ disjoint regions $\{D_1, D_2, \ldots, D_N\}$ where all pairs of regions $\{D_i, D_j\}$, $i, j \in \{1, \ldots, N\}, i \neq j$ are separated by at least $\delta(s_i, s_j) > 1, \forall s_i \in D_i, \forall s_j \in D_j$.

For our problem, each of these disjoint regions $D_i$ is a convex polygon. Well known algorithms exist to determine distance from a convex polygon which are reasonably efficient (linear in the number of polygon vertices), which in essence computes distance to the closest line segment. However, given the large number of polygons in our problem, a GPU based implementation was used which performs minimum distance checks to all polygon edges in parallel with a convention adopted that points within the polygon have negative distance and points on the exterior of the polygon have positive distance (i.e., a signed distance function). This signed distance function is used as the distance metric $\delta(s_i, s_j)$ and the $k$-distance function $K_i(s)$, and our value function for each polygon is computed per Corollary 2. To provide some additional safety margin around buildings, we inflate the building polygon by 5 meters by subtracting this value from the signed distance function. We refer to the GPU function which computes the minimum signed-distance over all polygons as $SDF(s_i)$, where $s_i \in S$. We omit the implementation description due to space considerations and the well-known nature of the computation.

In addition to the polygon based negative rewards, intruder aircraft receive negative rewards around their future expected position derived from the current position and velocity. We additionally apply negative rewards if the agent exceeds a minimum or maximum altitude. Algorithm 2 summarizes the FastMDP algorithm used for this paper. On line 2 we initialize inputs into the algorithm including possible actions the aircraft can take and any constraints on the aircraft motion. On line 9 we begin building “peaks”, which compute the value function contribution from each reward. We project forward dynamics of the aircraft on line 13 to establish the future state of the aircraft for each possible action. The value function contribution for reaching the goal is computed on lines 18-23, where we determine our distance $d_p$ to the goal and compute the discounted future reward on line 21 using the reward magnitude $r_p$ and the MDP discount factor $\gamma$. On lines 25-30, we compute the negative reward value function contribution for each intruder aircraft using the distance $d_{in}$, the reward $r_n$, and the discount factor $\gamma$. Note that we also defined a boolean value $\rho_n$ which is used to only update the value function if the distance $d_{in}$ to the negative reward is within the predefined risk well radius. Thus if we are outside the radius, then the resulting value contribution is zero. On lines 32-37 we compute the value function contribution for buildings with distance $d_b$ computed from the minimum signed distance over all building polygons, the penalty $r_b$ for colliding with a building, the discount factor $\gamma$, and a boolean value $\rho_b$ which tests whether the state is inside the building polygon. Thus if a state is inside the building polygon, a penalty is applied, otherwise no penalty is applied. On line 38 we compute the intermediate negative value contribution from all buildings and intruder aircraft, and on lines 40-42 we compute altitude penalties if our current altitude is above or below a specified altitude threshold. On line 43 we compute the value function from all sources. On line 51 we identify the most valuable action and on 47 each action is taken simultaneously in simulation. Note that all aircraft make their action selections independent of all intruders and without knowledge of any other intruders’ actions, making this a decentralized implementation.

**IV. SIMULATION**

To create a challenging test bed, a 3D model of a section of New York City was downloaded from [35]. Detailed floor plan outlines were extracted from the models and convex hulls were created from the floor plans. As the models were very detailed, some buildings floorplans overlapped (balconies, overhangs, skywalks, etc), some buildings were highly clustered (e.g., small buildings with adjoining walls) such that the resulting convex polygons numbered in the thousands. To reduce the polygon count, adjacent and overlapping buildings were clustered and merged into larger convex polygons which subsumed the smaller buildings resulting in a final polygon count of 330 buildings. Furthermore, in places where curves were very detailed, the number of vertices was reduced by expanding the polygon subtly in these areas to create a nearly equivalent convex polygon with fewer vertices than the original. The maximum vertex count of any polygon was reduced from approximately 130 vertices down to a maximum vertex count of 11. Start and goal locations were chosen randomly in free space and the “global” algorithm was used to identify the first waypoint. The “local” algorithm is called at each time step to control the motion of the UAS. As the UAS fly towards their waypoints, waypoints are sequenced per Algorithm 1. Through the simulation, the closest point of approach between UAVs is tracked along with the closest approach to any building.

RRT, RRT*, and FastMDP are implemented in 2D and 3D, with serious consideration given only to the 3D cases. RRT, RRT*, and FastMDP are all limited in their turn rate and pitch rate. All four algorithms are constrained to a maximum airspeed of 20 m/s in this simulation, which given the narrow corridors between buildings is a reasonable limit (perhaps bordering on aggressive.)
Algorithm 2 FastMDP algorithm.

1: procedure FastMDP
2:     S ← initial aircraft states
3:     A ← aircraft actions (a priori)
4:     L ← aircraft limits (a priori)
5:     while aircraft remain do
6:         for each aircraft do
7:             s_t ← S[aircraft]
8:                 // Build peaks
9:                 P^+ ← pos reward for intermediate goal
10:                P^- ← neg rewards from buildings
11:                P_A ← neg rewards from other aircraft
12:                 // Perform forward projection of aircraft dynamics
13:                 Δ ← fwdProject(s_t, A, L)
14:                 // Compute the value at each reachable state
15:                 V^* ← allocate space for each reachable state
16:                 end for
17:                 // Identify the most valuable action
18:                 a_{max} ← arg max(V^*)
19:                 // Record each aircraft’s action
20:                 A^*_{t+1}[aircraft] ← a_{max}
21:                 end while
22:     S = SimulationUpdate(A^*_{t+1})
23: end procedure

Sensors are ignored within the scope of this paper and perfect knowledge is assumed. In reality, sensor uncertainty, communications delays, multi-path effects, and available localization and navigation fix methods would all be challenging for this problem. Existing sensors such as GPS and ADS-B would not be able to provide sufficient location resolution or update rates, and employing the proposed approach in an urban environment may, for example, require special infrastructure for localization (e.g., markers or beacons at intersections or along buildings) and communication (e.g., special radio links used to broadcast position updates throughout the city.) LIDARs and other sensors may be able to provide local area estimates, but reflection and multipath returns may cause additional uncertainties. While these effects are outside the scope of this paper, we have previously empirically studied the performance of FastMDP under uncertainty in [34] and other papers and have found that it seems to perform well in the presence of uncertainty in action (or control input) and uncertainty in intruder position and intruder intent, though more work is required on the theory.

RRT, RRT*, and FastMDP all require knowledge of whether a point is within an obstacle. Efficient in-polygon checks are available in libraries, but given the large number of polygons in this environment, this takes too long to perform. We opted to provide a GPU implementation to all three algorithms. In-polygon checks of convex polygons can be implemented very efficiently on GPUs, and our long term intended target is an embedded GPU board such as an NVIDIA Jetson NX, which is a low Size Weight and Power (SWAP) computer intended for robotics, automotive, and unmanned aerial vehicles. While FastMDP has been implemented fully in the GPU in [33], in order to provide an apples-to-apples comparison, we have only implemented a small portion of FastMDP in the GPU for this paper – namely the portion that computes distance from the polygon obstacles, which is very similar to the GPU-based in-polygon check. With the exception of this distance computation, we have the rest of the FastMDP algorithm on the CPU so that FastMDP does not have an unfair boost in performance due to only the GPU. We felt this was a reasonable compromise that allows the GPU to overcome the large number of polygons which drags down all of the algorithms’ performance while still providing a level playing field to usefully compare the algorithms. We also note that from [15], ORCA should be able to support convex obstacles; however, we were unable to replicate this functionality using the RVO-2 version of the algorithm published by the authors.

For the tests, the same set of randomly generated start and goal locations for 100 UAS was provided, with each UAS starting in the simulation at its randomly generated start location one second after the previous UAS. This results in a gradual ramp-up of the number of UAS over time with a sustained density of UAS during the middle of the simulation which tapers off as UAS reach their destinations. As each algorithm is tested with the same start and goal locations (and start times), this allows for a fair comparison between algorithms.

In [27], it was noted that using hard “buffers” around obstacles (e.g., by inflating the boundary of an obstacle by a safety margin), useful corridors for navigation are lost that otherwise could have been navigated. We note here that for each algorithm, we tuned the safety margin to minimize this effect. In the case of RRT and RRT*, the safety margins are a hard constraint that cannot be violated per the normal RRT formulation and manifests as RRT and RRT* refusing to form a new edge in the tree that would enter the obstacle region (which includes the buffer.) In the case of FastMDP (like all standard MDPs), the obstacles are soft constraints which are balanced against possible rewards. The magnitude of the rewards and the penalties are chosen such that the
penalty of a collision outweighs any possible reward, thus collision avoidance is achieved. Due to the way negative reward propagates in an MDP, the safety margin is selected such that it provides an advance warning to the MDP agent of an impending collision and the magnitude of the penalty is a gradient decreasing with increased distance from the obstacle. The safety margin must also be large enough to account for the dynamics of the aircraft (e.g., bank angle, turn rate, $g$-forces, climb/descent rate limits, etc.) FastMDP will then balance the desire for obtaining the reward (e.g. reaching the next waypoint) with any penalties (e.g., collision with building or collision with another aircraft.) In practice, this allows FastMDP when traversing a corridor to hug the wall closer to a building (a moderate penalty) to avoid collision with another aircraft (a more severe penalty) while still making progress towards the waypoint (the reward.)

V. RESULTS AND DISCUSSION

Figures 3 and 4 compare collision avoidance performance of each of the algorithms. In the plots, the miss distance in meters is plotted along the $x$-axis, and the $y$-axis shows the number of occurrences. The plots shown are histograms showing the miss distances that occurred over the aircraft flights, where miss distances were binned into histogram bin values indicated by the points on the plots and the line segments of the plots are meant to help identify and compare the histograms. The $x$-axis was truncated above a certain value for each plot (approx 70 - 80 meters). Any value on the $x$-axis $\leq 0$ indicates that a collision occurred. The plots also reveal distributions of the miss distances; the location and relative magnitude of peaks in this distribution provide insight into how well the algorithms perform collision avoidance. Note that in the plots, RRT and RRT* performed very similarly, and their plots are largely overlaid atop one another. This is indicated in the plot with RRT* having a solid green line and RRT having a thicker plot with larger points, though this may be difficult to discern so we highlight this for the reader.

Figure 3 shows air-to-air miss distances between UAS. The plots indicate that RRT and RRT* both had numerous collisions (miss distance of 0 meters) while ORCA had miss distances of approximately 1-2 meters. FastMDP in these tests maintained a minimum miss distance of 13 meters. If we consider the area under each of the plots, we see that there are numerous instances of near-collisions with other aircraft routinely through the flights for ORCA, RRT, and RRT*. As ORCA is limited to 2D evasion in these experiments, we could expect more conflicts for ORCA, but considering the area under the curves, it appears ORCA has done moderately better than RRT and RRT*, which both can evade in 3D and which should naturally lead to better evasion. Examining the paths generated by RRT and RRT*, we find that due to the tree expansion performed by RRT and RRT*, both algorithms seem sensitive to poor selection of early nodes (or “trunks”) in the tree. During tree expansion, RRT and RRT* both rapidly subdivide the space. During subsequent expansion steps, the closest node to the newly generated random sample is found and expansion is performed at the selected node. This leads to situations where early branches are less-than-optimal choices, but it is difficult for RRT and RRT* to overcome these early suboptimal branches, meaning that if an early suboptimal branch leads to a higher probability of collision, RRT and RRT* have a limited ability to recover. Though RRT* has the rewiring mechanism and did qualitatively generate better trees in our inspections, we did not find an appreciable improvement in collision avoidance behavior. When examining other conflicts, we also note that RRT and RRT* can exhibit a failure mode where no tree expansion is possible because due to motion constraints, nearly all nodes that are created are infeasible because they lie within the hard constraints of collision avoidance. We view this as the unintended consequence of a hard constraint approach. It is easy to view a hard constraint which cannot be violated as always desirable over a soft constraint approach and in some situations where adequate control is possible, this is valid position to take. Decentralized collision avoidance however is not a fully controllable system as the other agents may take actions which lead to further conflict (both agents may for example choose to avoid in the same direction leading to a head-on collision.) In these cases a soft constraint may be a better approach than a hard constraint for cases where hard constraints lead to an infeasible optimization problem.

In Figure 3, we see that FastMDP has a large spike around 20 meters. In the FastMDP formulation, the agent experiences a gradually increasing penalty starting at 20 meters, so it makes sense to see the spike start at 20 meters and rapidly fall off. We see a couple of instances around 12-13 meters where FastMDP did not maintain a 20 meter separation. This occurs because FastMDP (like any MDP) treats penalties as
TABLE I
ALGORITHM PERFORMANCE COMPARISONS

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Physics</th>
<th>Flight Constraints</th>
<th>Building Aware</th>
<th>Aircraft Aware</th>
<th>Time per Frame</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORCA</td>
<td>2D</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>1.3 ms</td>
</tr>
<tr>
<td>RRT-2D</td>
<td>2D</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>20 - 30 ms</td>
</tr>
<tr>
<td>RRT-2D-A</td>
<td>2D</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>70 - 200 ms</td>
</tr>
<tr>
<td>RRT-3D-A</td>
<td>3D</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>170 - 2000 ms</td>
</tr>
<tr>
<td>RRT*-2D</td>
<td>2D</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>30 - 80 ms</td>
</tr>
<tr>
<td>RRT*-2D-A</td>
<td>2D</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>120 - 385 ms</td>
</tr>
<tr>
<td>RRT*-3D-A</td>
<td>3D</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>900 - 7000 ms</td>
</tr>
<tr>
<td>FastMDP</td>
<td>3D</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>32 - 35 ms</td>
</tr>
</tbody>
</table>

soft constraints and FastMDP begins responding to penalties once they begin to incur. Thus when tuning FastMDP, we chose a value for collision avoidance (20 meters) that was larger than the value we were concerned about (0 meters) so that the agent would have time to respond.

Moving to Figure 4 we now examine building miss distances. Here we see that ORCA had collisions with buildings (miss distances ≤ 0.) This should not suprise us at all, as ORCA is only aware of UAS in this experiment and is not aware of buildings. Most likely, while performing collision avoidance with other UAS, ORCA unwittingly crossed into the boundary with a building. Above 2 meters, we see that ORCA, RRT, and RRT* all had approximately equivalent building avoidance behavior, which confirms that the medial axis graph provides a baseline level of building collision avoidance by providing conflict free paths for the local planning problem. We see again that FastMDP has a spike in the plot, this time around 10 meters which is the value we begin applying penalty for buildings. We see that FastMDP responds by avoiding buildings and maintains a better collision avoidance profile under 10 meters than ORCA, RRT, and RRT* suggesting that FastMDP's ability to respond to building collisions is due to a factor beyond the baseline collision avoidance provided by the medial axis graph.

Taken together, in these tests we see that FastMDP is doing a better job of balancing both collisions with other aircraft and collisions with buildings leading to overall superior collision avoidance behavior. Figure 5 shows a sample run with multiple aircraft simultaneously navigating the city environment, with the “ownership” indicated with a blue “X”, the intermediate goal indicated with a green dashed line, intruder aircraft indicated with a red “X”, and the MAG in dashed blue lines.

Table I compares the computational performance of the algorithms. Originally, ORCA and only simple versions of RRT and RRT* were compared to FastMDP to establish a baseline. The rows RRT-2D and RRT*-2D capture these early baselines which were 2D implementations of RRT without knowledge of flight constraints and without awareness of aircraft. We see that in this case, the computational performance of these variants to FastMDP were comparable, though FastMDP implemented 3D collision avoidance and was aware of the other aircraft. To ensure fair comparisons between the algorithms, the complexity of RRT was gradually increased. The RRT-2D-A and RRT*-2D-A variants added awareness of other aircraft, which were modelled as disc-shaped obstacles that RRT needed to route around. These variants started to see an increase in computation time, which started to make the RRT variants look less favorable compared to FastMDP. When switching to 3D with flight constraints, this dramatically increase the computation needed for RRT and RRT* (shown in the RRT-3D-A and RRT*-3D-A rows in the table) as the restricted turn radius resulted in having to build trees with a larger number of nodes and the third dimension (altitude) also required more nodes to explore. Additionally, the RRT-3D-A and RRT*-3D-A rows also experienced many cases where a solution could not be found. In these cases, rather than a path to the goal, we instead settled for a path to the node of the tree which was nearest to the intermediate goal. We see also that the RRT*-3D-A row also sees a marked increase in computation time which is due to the need to perform more building polygon hit testing due to RRT*’s rewiring operation, which attempts to find better connections between existing nodes in the tree and serves to rebalance the tree in a limited way. For this problem due to the large number of polygons, this hit testing is an expensive operation, even when performed with GPU acceleration as was done for all of these results. Thus we see that RRT and RRT* start to become untenable as the problem becomes more realistic and complex. Recall that ORCA is excellent at avoiding collisions with other aircraft, but has no knowledge of buildings or ability to avoid them in this simulation. Note that the collision avoidance behaviors shown in Figures 3 and 4 used the best-possible collision avoidance variants of RRT-3D-A and RRT*-3D-A and did not show performance for the RRT-2D, RRT-2D-A, RRT*-2D, or RRT*-2D-A variants. The RRT-3D-A and RRT*-3D-A are the fairest comparison with FastMDP as none of the algorithms should have any unfair advantages over the others in terms of physical space they can occupy to avoid collision with other aircraft.

For future work, the authors would like to extend these algorithms to a full 3D representation where we also consider flight over buildings. Early exploration showed there are significant computation barriers that will need to be overcome, likely requiring a full GPU-based implementations of all algorithms for fair comparisons to be made which is out of scope of this paper. Additionally, an alternative to the MAG may be required to represent the airspace structure, perhaps in the form of a multi-altitude MAG where multiple 2D MAGs are stacked on
top of each other. Another important extension for future work would be to incrementally update the MAG allowing edges of the graph to become blocked and allowing an efficient rerouting to be computed from the pre-computed all-pairs-shortest-distance lookup table to allow for better dynamic rerouting.

VI. CONCLUSION

This paper identified an efficient method for UAS to navigate an urban environment and compared the collision avoidance and computational performance of four algorithms, ORCA, RRT, RRT*, and FastMDP where ORCA was treated as the baseline for the other algorithms. The results show that in a simple enough environment RRT and RRT* have a reasonable computational performance comparable to FastMDP, but as the problem becomes more realistic RRT and RRT* struggle to remain efficient primarily due to having to create more nodes in a 3D environment with constrained motion. FastMDP was shown to perform much better than RRT and RRT* for the 3D environment with constrained motion and knowledge of other UAS. In terms of collision avoidance behavior, FastMDP was shown to perform better than ORCA, RRT, and RRT* for both buildings and aircraft in these simulations.
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