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The Advanced Air Mobility (AAM) concept envisions small unmanned aerial systems (UASs)
and some larger electric vertical take-off and landing (eVTOL) vehicles operating in close
proximity to one another within populated areas. As such it is important to assess the feasibility
of a mission before departure. This includes both the aircraft’s ability to maneuver to each
waypoint safely, as well as ensuring that the aircraft can perform the mission given some initial
State of Charge (SoC). Both of these performance related assessments can be affected by the
presence of wind by either observing deviations from the prescribed flight plan or an increase
in anticipated power consumption, draining the battery. In this paper we outline two systems
developed to probabilistically evaluate the feasibility of a flight for a small UAS octocopter in the
presence of wind. Designed in two parts, the first evaluates flight plan conformance identifying
regions of deviation above a provided threshold. The second evaluates mission feasibility based
on battery performance and yields a probability of completion given the remaining state of
charge.

Nomenclature

𝐴 = Propeller area
𝐶𝐷 = The drag coefficient of the aircraft body
𝐶𝐻𝑖

= The drag coefficient of the 𝑖𝑡ℎ rotor
𝐷 = Deviation threshold distance
𝑑 = Distance from a given point to the closest point on a prescribed flight plan segment
𝐹𝑇𝑜𝑡𝑎𝑙
𝐷

= The total drag force acting on the aircraft
𝐹
𝑎𝑖𝑟 𝑓 𝑟𝑎𝑚𝑒

𝐷
= The drag force acting on the air frame

𝐹
𝑝𝑟𝑜𝑝

𝐷
= The drag force acting on the propellers

𝑘 = The discrete time variable
𝑅 = Propeller diameter
𝑆 = Aircraft cross-sectional area
𝑢(𝑘) = Input vector
𝑉 = Aircraft velocity
𝑣(𝑘) = Process noise vector
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W = The set of ordered waypoints belonging to a route
𝑤𝑛 = The 𝑛𝑡ℎ waypoint such that 𝑤𝑛 ∈ W
𝑥(𝑘) = The state vector
𝑦(𝑘) = Output vector
\ (𝑘) = The unknown parameter vector
𝜌 = Air density
Ω = Propeller RPM

I. Introduction
In our previous work [1], we identified potential hazards to both aircraft and the airspace within the Advanced

Air Mobility (AAM) concept. In this research we have focused on hazards imposed by wind on both: flight plan
conformance, if the aircraft is predicted to deviate from its filed flight plan, as well as, on the battery, if there is sufficient
charge to complete a flight. As an example, [2] considers the Unmanned Aerial Vehicle (UAV) operation in urban
environments while taking the battery energy into account. While existing research looks at both the effect of wind
on rigid body UAVs as well as wind-optimal trajectory planning for electric Vertical Take Off and Landing vehicles
(eVTOLs) [3, 4], we are concerned with a middle ground, evaluating how much an aircraft may deviate from a given
provided path due to the effect of wind. This paper presents two systems for examining the effect of wind on a vehicles
ability to complete a flight considering both deviation from a planned route as well as the depletion of battery charge.
Additionally, we evaluate these systems in both an environment with deterministic forecast winds from the Dallas
Fort-Worth area, as well as, real observed winds from the Centreville, Virginia area.

The proposed system exists as part of a larger architecture, shown in Figure 1, as part of an in-time learning-based
aviation safety management system (ILASMS), referenced in [1], and is designed around a pre-flight, joint-probability
approach to evaluate mission feasibility. The remainder of the paper is structured as follows, Section II covers related
literature. In Section III we outline the simulation environment used along with the parameters of the aircraft. Section
IV outlines the approach used to generate a conformance metric and Section V covers the approach to predicting
the feasibility of the mission given the impact of wind on the battery. In Section VI an overview of the experiments
conducted and their findings are presented and finally, Section VII provides concluding remarks.

Fig. 1 A conceptual breakdown of the larger proposed architecture for evaluating mission feasibility given
a flight plan and battery and aircraft parameters. The first box (purple) focuses on generating individual
probabilities for wind encounters, conformance and completion given battery State of Charge (SoC), while the
second box (green) performs a joint probability risk assessment based on these values and some threshold.
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II. Related Literature

A. Modelling Aircraft in the Presence of Wind
Exhaustive research exists in the domain of modelling the effects of wind on aircraft. In [5], the approach used

focuses on applying the drag forces on the aircraft in the presence of wind. The approach references the wind in the
aircraft’s body frame of reference and then uses the drag equation to calculate parasitic drag on the aircraft. The control
infrastructure of the aircraft then uses this resultant force to attempt to compensate for the wind at the control level.
An alternative approach [6], uses the Dryden Wind Turbulence model [7] for including wind into the aircraft model.
Additionally, in this approach, the overall approach examines both the aircraft and wind speed from a ground reference
frame rather than in the frame of the aircraft.

In the works [8–10] the real effects of wind on the aircraft were considered, that is the data on the drag coefficients
and resultant drag were calculated through physical experiments. In [9], these values were used to generate a safe flight
envelope, or the performance area the aircraft can safely operate under. Again, using data obtained through physical
experiments, [8] examines trajectory prediction with off-nominal flight dynamics. This approach looks at identifying
failure conditions for aircraft but does not focus directly on the effect wind alone has.

B. Probabilistic Evaluation of Flight Plan Deviation
Evaluation of flight plan deviation can be split into two broad sections: Dynamic Weather Reroutes (DWR) [11],

which attempts to automatically regenerate paths around adverse weather for in-flight aircraft; and strategic trajectory
prediction, a second ground-based tool designed to operate with a long-forecast look ahead. The Terminal AutoResolver
[12] is a DWR approach that uses an algorithm to path around a convective weather polygon by adding a single auxiliary
waypoint [13]. In [14], a recurrent neural network is used to predict a trajectory given some weather features.

Strategic trajectory prediction, often occurring preflight or with a significant look ahead, employs similar strategies.
However, rather than only aiding in on-route operations, such tools can be used with general traffic management,
efficient utilization or airfield resources in conjunction with weather avoidance [15–20]. Approaches in strategic
trajectory prediction focus on the prediction of the trajectory either from historically gathered trajectory data or simulated
predictions. Additionally, the evaluation of these trajectories can be both statistical in nature or employ neural network
approaches like recurrent neural networks and long short-term memory [21].

C. Battery Energy related Flight Planning
Several previous studies have explored the impacts of battery energy on the operational decision-making of

autonomous systems. Sweet et al. [22] investigated the influence of battery state of charge on the route planning
of ground mobile robots, while Daigle [23] discussed the End-of-Discharge (EoD) voltage prediction procedure for
a single-cell battery. Corbetta et al. [24] presented a framework to quantify uncertainty in mission success due to
available battery energy, but only considered the power train model of a UAV. Quinones-Grueiro et al. [2] studied
the UAV navigation problem in urban environments while taking the battery energy into account. Priyank et al. [25]
used an optimal control framework for a multi-rotor eVTOL aircraft to achieve energy-efficient arrival with a required
time of arrival constraint, and [26] proposed an approach to generate wind-optimal trajectories for UAM missions
with minimum energy consumption. Additionally, Schumann et al. [27] introduced a prognostics-as-a-service (PaaS)
framework for UAVs that monitors the health and state of charge of the battery (SoC), among other features of the UAV
online, communicates the state of the aircraft to ground controllers, and can perform contingency planning. However,
none of these studies take into account complex aircraft and battery dynamic models, nor do they consider actual wind
forecasts. Therefore, this paper presents a comprehensive framework to examine the influence of battery energy on
flight missions.

III. The Simulation Environment
The work presented relies heavily on evaluation from simulated data. In this work we utilized the simulation

environment written in Python provided in [28]. Additionally, we based the octocopter model on the Tarot T18 [29]
using the parameters in Table 1.

A predetermined route (W) is supplied to the simulation consisting of waypoints 𝑤 ⊂ R3 which are 3-dimensional
points within the airspace. As the simulation runs, at each time-step, the state of the aircraft is recorded which includes
the position, roll, pitch and yaw as well as the speeds and the currents and voltages at the motors. The recorded data is
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then evaluated for flight plan conformance as well as probability of completion given the calculated battery SoC.

Table 1 Parameters of the simulated vehicle

Parameter Value

Mass (kg) 10.66
Diameter (m) 1.25

Elliptical Area (m2) 4.023
𝑁 Propellers 8

Propeller Distance (m) 0.635
Max Voltage (V) 22.2
Max Current (A) 38.0

IV. Predicting Flight Plan Conformance
To predict flight plan conformance, we need to evaluate if the aircraft deviates from the assigned series of waypoints

in the presence of wind. To expand further, if the set of successive waypoints is defined as W = {𝑤0, 𝑤1, ..., 𝑤𝑛},
then for a given waypoint 𝑤𝑚 ∈ W, the aircraft must fly over 𝑤𝑚−1 before 𝑤𝑚. The path between 𝑤𝑚−1 and 𝑤𝑚 can
therefore be considered as the reference trajectory. Deviation then occurs when, at any given time 𝑡𝑛, the distance from
the aircraft’s actual position to the reference trajectory exceeds some threshold 𝐷. Finally, the conformance metric
describes this deviation for a collection of pre-flight simulated scenarios where the aircraft operates in an environment
with predicted winds. To evaluate conformance then three steps present themselves beyond the initial route generation:
(1) Collect a series of wind predictions over the area of the desired route; (2) Simulate the aircraft operating in the
environment with the applied relevant winds; (3) Describe the relative deviations as a conformance metric or rather
probability of significant deviation occurring.

A. Generating the Wind Forecast Data
A micro-wind service was developed to provide wind forecast information to support the flight planning needs of

flight operators and other low-altitude aviation stakeholders. The Weather Research and Forecasting (WRF) [30] model
was used to generate high-resolution deterministic wind forecasts. The model simulates weather conditions by solving a
set of partial differential equations and produces three-dimensional gridded volumes of wind forecasts and other weather
products. The model was configured to provide forecasts for the Dallas Fort-Worth area every 15 minutes at a horizontal
resolution of 100𝑚 × 100𝑚. The forecast data was utilized by a server that could provide forecast wind values at discrete
locations when queried over the internet. An application public interface was set up to allow external users to interact
with the service by making individual request for data. Users can specify the points along a four-dimensional trajectory
that they intend to fly, and the service will provide them with the weather forecast information to estimate the wind
speed and direction at the requested points by interpolating the data at the requested spatial and temporal locations.

B. Converting Wind Speed to Drag Values
In this paper we primarily focus on the effect of parasitic drag on the vehicle. This is the drag experienced on an

object as it moves through a fluid, in this instance air. We are able to calculate the total drag by using Equations 1 and
2 resulting in: 𝐹𝑇𝑜𝑡𝑎𝑙

𝐷
= 𝐹

𝑎𝑖𝑟 𝑓 𝑟𝑎𝑚𝑒

𝐷
+ 𝐹

𝑝𝑟𝑜𝑝

𝐷
, where 𝜌 is the supplied air density, 𝑉 is the relative velocity, 𝑆 is the

cross-sectional area of the aircraft and 𝐴 the propeller area. Ω and 𝑅 are the propeller RPM and diameter respectively.

𝐹
𝑎𝑖𝑟 𝑓 𝑟𝑎𝑚𝑒

𝐷
=

1
2
𝜌𝑉2𝑆𝐶𝐷 (1)

𝐹
𝑝𝑟𝑜𝑝

𝐷
= 𝜌𝐴(Ω𝑅)2𝐶𝐻𝑖

(2)

The drag coefficients along with the drag forces at different velocities were precalculated as outlined in [8–10].
This yields a look-up table to provide an estimation of the drag acting on the aforementioned components or the
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drag coefficients if required as demonstrated in Figure 2. This was modeled in python code to match the simulation
environment. These precalculated values were generated using a smaller model of aircraft compared to what is used in
the simulations. As such a scaling value is required to ensure the correct values are obtained for the drags. Table 2
shows the diameter and area difference between the two Tarot vehicles. The TX8 [31], was used to calculate the values
and the T18 [29], was used in our simulation tests.

Fig. 2 The drag coefficients and resultant drag forces were precalculated. The top two graphs show the air
frame and Prop drag coefficients respectively. The bottom graph shows the relative drag forces at varying speeds.

Table 2 A comparison between the Tarot X8 and T18 vehicles

Tarot X8 [31] Tarot T18 [29]

Motor-to-motor diameter
(m)

0.969 1.250

Top-down elliptical area
(m)

2.426 4.023

The resultant algorithm accepts a given wind speed as well as angle of attack and vehicle speed, obtained through
the simulation. It then uses these values to obtain the total drag force (𝐹𝑇𝑜𝑡𝑎𝑙

𝐷
) acting on the aircraft. Additional

functionality allows for the user to specify the air density and humidity. Exploration of this however remained outside
the scope of this project and so we will not go into more detail on this topic in the paper.

C. Evaluating Conformance
Three methods for evaluating flight path conformance are presented in this paper: (1) Strict conformance boundaries;

(2) Evaluation of conformance over the entire route; (3) Statistical evaluation of conformance over finite time intervals.

1. Strict conformance boundaries
The first approach we present is also the most intuitive. At the point of evaluation, the resultant simulation trace,

with the predicted winds, is examined for recorded points that exist above a threshold. If a point lies without this
predefined threshold, then it is declared that conformance is broken and a re-plan is required. In reality this is run in line
with the simulation and at the point conformance is not met the simulation is terminated.

This approach is reminiscent of the Required Navigation Performance (RNP) procedures outlined in [32]. This
approach however does not take into account the uncertainty that is inherent with the wind forecast. This uncertainty
could cause the approach to potentially return a greater number of false negatives proving to be overly conservative.
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2. Evaluation of conformance over the entire route
The second category of conformance evaluation expands on the previous method by examining the simulation

recorded points over the entire simulation and returning a single value. The first assigns a scaled value between 0 and 1
for each recorded point and returns the average over these points. This method is illustrated in Equations 3 and 4 where,
𝐷 is the threshold distance, 𝑑 is the distance from a given point to the flight plan trajectory segment, 𝑁 is the total
number of recorded points and Y is a growth variable where Y >= 1.

𝐸 =
1

1 + 𝑒Y(𝑑− 𝐷
2 )

(3)

𝐸𝑅𝑜𝑢𝑡𝑒 =
1
𝑁

𝑁∑︁
𝑖=1

𝐸𝑖 (4)

This approach gives the user control over how conservatively to consider deviation values while accounting loosely
for uncertainties in position from the simulation. Illustrated in Figure 3 are varying values of the threshold distance 𝐷

and scaling variable Y for values of 𝑑 between 0 and 6. It should also be emphasized that 𝐸 is always positive and 𝐸 ≥ 0.

Fig. 3 The s-curves demonstrate the relative returned values for varying threshold values 𝐷 and scaling variable
Y, which affect how aggressively the curve is applied.

3. Statistical evaluation of conformance over finite time intervals
The final method examines, for a given finite time interval, what is the probability of observing a deviation greater

than the given threshold 𝐷. The mean (`) and standard deviation (𝜎) is calculated over the time interval window and
are used in the generation of the z-score in Equation 5. This is then used in Equation 6, to obtain the probability of
observing a deviation greater or equal to the threshold 𝐷, where Φ is the cumulative distribution function of the standard
normal distribution.

𝑧 =
𝐷 − `

𝜎
(5)

𝑃(𝑑 ≥ 𝐷) = 1 −Φ(𝑧) (6)

This approach, like (1) can be evaluated in tandem with the simulation improving efficiency. This does mean that, in
conjunction with the deviation threshold 𝐷 a secondary threshold needs to be introduced relating to the probability
of observing a deviation greater than the threshold. Additionally, the time interval to perform this evaluation over is
introduced as a further variable for this approach.

V. Predicting the Impact of Wind on Battery Energy
Our aim in the battery energy-related mission success/failure prediction process is to predict the occurrence of the

battery’s EoD, which is defined as the time at which the SoC of the battery falls below a pre-defined threshold value.
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SoC of a battery is typically defined as 1 when the battery is fully charged and 0 when the battery is discharged to
a predetermined voltage threshold. Such a task is known as prognostics, and we adopted model-based prognostics
architecture from [33]. The architecture is summarized as follows:

Given a system model defined as:

𝑥(𝑘 + 1) = 𝑓 (𝑘, 𝑥(𝑘), \ (𝑘), 𝑢(𝑘), 𝑣(𝑘)), (7)

𝑦(𝑘) = ℎ(𝑘, 𝑥(𝑘), \, 𝑢(𝑘), 𝑛(𝑘)), (8)

where 𝑘 is the discrete time variable, 𝑥(𝑘) ∈ 𝑅𝑛𝑥 is the sate vector, \ (𝑘) ∈ 𝑅𝑛\ is unknown parameter vector, 𝑢(𝑘) ∈ 𝑅𝑛𝑢

is the input vector, 𝑣(𝑘) ∈ 𝑅𝑛a is the process noise vector, 𝑓 is the state equation, 𝑦(𝑘) ∈ 𝑅𝑛𝑦 is the output vector,
𝑛(𝑘) ∈ 𝑅𝑛𝑛 is the measurement noise vector, and ℎ is the output equation.

The battery model utilized in this study is an electro-chemical-based model of Lithium-ion batteries, as described in
[33], which are a popular choice for powering unmanned aerial vehicles. In this model, the battery’s current draw (𝐼)
serves as the input, while the battery temperature (𝑡𝑏) and the voltage drop caused by solid-phase ohmic resistance (𝑉𝑜)
represent its outputs (𝑦(𝑘)).

The prognostics architecture comprises two major steps: estimation and prediction. the joint state-parameter estimate
𝑝(𝑥(𝑘), \ (𝑘) |𝑦(𝑘0 : 𝑘)) is computed using the system dynamics and observation history up to time 𝑘 represented as
𝑦(𝑘0 : 𝑘). On the other hand, in the prediction step, the probability distribution 𝑝(𝑘𝐸 (𝑘𝑃) |𝑦(𝑘0 : 𝑘𝑃)) at prediction
time 𝑘 𝑝 is computed using the joint state-parameter estimate and hypothesized future inputs of the system. The
estimation algorithm used in this paper is the Unscented Kalman Filter (UKF) [34], along with the battery model. The
UKF uses sigma points which are deterministic points that are used to represent the joint state-parameter distribution
𝑝(𝑥(𝑘), \ (𝑘), |𝑦(𝑘0 : 𝑘)). The predictor algorithm used in this paper is the Monte Carlo predictor [35], which randomly
samples from the battery’s current state distribution, and each sample is simulated to the EoD. By collecting a set
of EoD points from several Monte Carlo simulations, the probability distribution can be built, and the probability of
mission success at a given time can be computed using the following equation:

𝑃𝑠𝑢𝑐𝑐𝑒𝑠𝑠 (𝑡𝑖𝑚𝑒) =
∑𝑛

𝑖=1 (𝐸𝑂𝐷 (𝑖) > 𝑡𝑖𝑚𝑒)
𝑛

(9)

𝑛 represents the number of Monte Carlo simulations in the prediction step.

Flight 
Plan Controller Control 

allocation Motor Airframe

Battery

Wind

Ireq
Randomly sample from 

battery’s initial state 
distribution

Forward simulate each 
point until EOD is 

reached

Build PDF for 
EOD using the 

simulations
𝑝(𝐸𝑂𝐷! > 𝑡"!#)

Fig. 4 Schematic diagram representation of the battery EoD prediction procedure

The battery EoD prediction process is illustrated in Figure 4. According to the procedure, given a flight plan and
information about the available battery energy, the first step is to obtain the wind forecast along the 4-D trajectory of
the flight plan using the techniques discussed in section IV. After collecting the wind data, the aircraft is simulated
along the flight plan to obtain the mission’s current requirement (𝐼𝑟𝑒𝑞), which is used as a future load for battery EoD
prediction. Next, the UKF-based estimator is employed to obtain the initial state distribution of the battery. Once the
initial state distribution of the battery is obtained, samples are randomly drawn from the distribution, and the EoD is
predicted for each sample using the Monte Carlo predictor. Finally, the predicted EoD points are collected, and the
probability density function for battery EoD at the flight end time is constructed.
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VI. Experiments
Experiments were run using the simulation environment presented in [28] with the parameters from Table 1 for the

Tarot T18 octocopter. The experiment was run on a predefined route (seen in Figure 5a), with varying wind speeds and
directions, defined in each experiment section.

A. Conformance Metric
As mentioned in Section IV, three approaches were identified as possible methods to evaluate deviation. To perform

this evaluation a deviation threshold was set 𝐷 = 5. For repeatability and to ensure a range of wind values were tested
four scenarios, including the baseline No Wind scenario were generated, based on real wind data collected from an
on-site testing location, in Centreville Virginia. The wind data was collected over two days: 10𝑡ℎ April 2023 and 17𝑡ℎ
April 2023 with lower winds being observed on the 10𝑡ℎ April and used for the Low Winds scenario. These winds
represent low altitude operations under a 15-meter ceiling, the mean speeds and wind directions are found in Table
3. Additionally, forecast wind data was used in a second set of simulations. This data contains more consistent wind
speeds but gusts are not naturally included. The forecast data, generated for 20𝑡ℎ April 2021 was sampled over the
Dallas Fort-Worth area.

1. Experimental results for a strict conformance boundary
The first approach described a hard, or strict, boundary where, if the aircraft deviated beyond the threshold value 𝐷,

the simulation would terminate with a “non-conforming” result. In this scenario the simulation exited early, after the first
waypoint because of a deviation after the first turn. In actuality the simulation exited all simulations close to this point.

Illustrated in Figure 5b is the entire No Wind simulation with points 𝑑 >= 𝐷 outlined in red. Though normally the
simulation would exit after the first deviation in this scenario it was run to completion as to provide an informative
baseline over the entire route.

(a) (b)

Fig. 5 (a) Shows all the wind scenarios tested over the prescribed trajectory. (b) Highlights the deviations, when
𝐷 = 5 (red) for the no wind trajectory.

2. Experimental results for the evaluation of conformance over the entire route
The second approach attempts to quantify the probability of deviation over the entire simulation. That is, given a

series of recorded points and the predefined set of waypoints, how many of those points exceed the deviation threshold
for the flight. For this experiment the value of Y was set to 3 and 𝐷 remained at 5. The results for the deviation values
are presented in Table 3.

It was found that in scenarios with some wind the vehicle appears more stable in flight than in the complete absence
of wind, this is illustrated by the probability of deviation dropping in the scenarios where any amount wind is being
applied. We believe that this is due to the aircraft model’s approach to control, hypothesizing that, in the absence of
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wind, the aircraft’s controller is only correcting for navigational errors. In cases of over correction, or frequent smaller
corrections, as the aircraft attempts to maintain a perfect course, the aircraft appears to become unstable resulting in
deviation. However, in cases with wind, the controller is primarily correcting based on the resultant forces from the
observed winds rather than minor errors along the trajectory. Furthermore, as depicted in Figure 5a, even in the presence
of winds there is very little effect on the overall trajectory of the aircraft. It can be noted that in the Strong Winds
scenario the aircraft deviates more towards the end of the route which could be explained by observing more gusts near
or above the safe upper wind speed limit, which, for the T18, is around 15𝑚/𝑠.

Additionally, this experiment, while it identified little change in the deviation of the aircraft, showed that overall
flight time can be affected by wind speed significantly. Highlighted more by the High Winds and Strong Winds scenarios
in Table 3, with a south-westerly wind the aircraft reduces the flight time significantly from a south-easterly wind.
While the aircraft never experiences a direct head or tail wind for prolonged portions of flight this 10◦ variance in wind
direction is enough to reduce flight time by ≈ 36 seconds.

Table 3 The flight times, in seconds, and mean probability of deviation (Equation 4) for each wind scenario

Scenario
Mean Wind Speed

(m/s)
Mean Direction

(deg)
Probability of

Deviation
Flight Time
(Seconds)

No Wind 0 0 0.235 504
Low Winds 2 210 0.197 488
High Winds 10 170 0.232 494

Strong Winds 15 230 0.227 458

In Table 4 the results from the forecast winds are demonstrated. Notably, when compared to the low altitude real
scenarios mentioned previously, the probability of deviation increases significantly even at lower wind speeds. This is
likely due to two factors. The first could be due to the direction of the wind, as seen in Table 3, with the mean direction
below 200◦, an increase in deviation probability was observed. This however is unlikely to be the sole isolating factor.
The wind speeds observed in the forecast data were more consistent, that is, where in the real-world data both wind
speed and direction fluctuated over short periods of time and was sampled at 10 second intervals, the forecast data
was sampled at 15-minute intervals. Longer intervals between samples, in conjunction with interpolation to transition
between values, results in less fluctuations in both wind speed and direction. During the times forecast for the flights,
the wind speeds and directions varied only marginally, this likely resulted in the aircraft struggling to contend with the
resultant sustained speeds and directions. We would also expect to see higher power consumption as a result of this.

Table 4 The flight times, in seconds, and mean probability of deviation (Equation 4) for each forecast wind
scenario

Scenario
Mean Wind Speed

(m/s)
Mean Direction

(deg)
Probability of

Deviation
Flight Time
(Seconds)

No Wind 0 0 0.235 504
Forecast 1 7.2 185 0.542 472
Forecast 2 10.43 192 0.520 477
Forecast 3 13.71 190 0.508 471

3. Experimental results for statistical evaluation of conformance over finite time intervals
In this approach a statistical evaluation was performed using the z-score for a discrete time interval during the

simulation execution. The value returned is the probability of observing a deviation 𝑑 >= 𝐷 at that interval. The
graph in Figure 6a, shows the probabilities obtained when applied to the various wind scenarios mentioned above.
As mentioned in Section IV, two new variables are introduced: the probability threshold, set to 0.9 here; and the
interval used to predict deviations, in which we used 15 seconds. With these variables, this approach would consider all
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scenarios to be valid except the latter High Winds and Strong Winds due to both breaking the threshold value.
This approach better quantifies the deviation probability at specific points of time. However, sudden spikes in

deviation, such as those induced during wind gusts, poses a difficult case for this method if these spikes are short, i.e.,
not normally distributed. This induces some uncertainty in the results yielded through this approach as gust-induced
deviation is obfuscated by the algorithm. Varying the probability threshold or time interval can accommodate to some
lengths this issue but does not mitigate it in its entirety.

As seen in Section VI.A.2, the use of the forecast winds significantly affected the calculated probabilities, which is
again observed here. In Figure 6b, it was observed that, in all experiments, using the forecast winds the aircraft regularly
passed the deviation threshold of 𝐷 = 5. When that threshold is increased by 2 meters (Figure 6c) it is revealed that the
lower forecast speed scenarios perform worse than the higher speed scenario. It is not known what the cause of this
discrepancy is although, it is possible that the “over correction error", discussed in Section VI.A.2, could be partially
responsible for the excessive deviations in lower wind speeds.

(a)

(b) (c)

Fig. 6 The probability of observing a deviation 𝑑 >= 𝐷 for the different wind scenarios over a time interval of
15 seconds and 𝐷 = 5. (a) Shows the probabilities for wind data collected on site; (b) shows the probabilities for
the forecast winds and (c) shows the probabilities for forecast winds when 𝐷 = 7.

B. Battery Experiments
In this sub-section, we present the experimental setup we adopt to investigate the impact of wind on battery energy

consumption and the success of flight missions. We utilized the same flight plan and wind data as the conformance-related
experiments in Section VI.A. We conducted four sets of experiments, each with varying wind forecasts, to observe
differences in the effect of wind on battery energy consumption. The results of these experiments, including the
specific wind conditions and their corresponding impact on mission success, are presented in Table 5. To determine the
probability of mission success or failure, we established a threshold SoC value of 25% at the end of the flight. If the
SoC value for a given flight plan falls below 25%, we consider the mission a failure, while if it is above this value, we
consider it safe.
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Table 5 Wind Conditions and Their Impact on Probability of Mission Success in Battery-Related Experiments

Scenario
Mean Wind Speed

(m/s)
Mean Direction

(deg)
Probability of

Mission Success
Flight Time
(Seconds)

No Wind 0 0 1 311
Forecast 1 7.2 185 1 311
Forecast 2 10.43 192 0.57 514
Forecast 3 13.71 190 0 582

Figure 7 presents the output voltage and SoC predictions, resulting from 500 Monte Carlo simulations, as
recommended in [24]. The first experiment is represented in Figures 7a and 7d, where the aircraft operates in the
presence of low wind speeds. All the SoC predictions of the battery in Figure 7d exceed the threshold value of 25%,
indicating a probability of mission success of 1. For the second case study, we simulated the aircraft operating at high
wind speeds and present the voltage and SoC predictions in Figures 7b and 7e, respectively. In this case, a portion of the
Monte Carlo simulations resulted in an SoC value below the threshold, while others were above it. Therefore, we can
compute the probability of mission success using Equation 9, resulting in a probability of 0.57. Finally, we conducted
the experiment in the presence of strong wind, and the outcomes are shown in Figures 7c and 7f. From Figure 7f, it is
apparent that all SoC predictions are below the threshold value. Thus, the probability of mission success in this scenario
is 0. Based on the results, it can be inferred that an increase in wind speed leads to a rise in aircraft battery energy
consumption, consequently resulting in a decrease in mission success probability.
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Fig. 7 (a), (b) and (c) show the output voltage profiles in the presence of low, high, and strong winds, respectively.
(d), (e) and (f) show the SoC predictions in the presence of low, high, and strong winds.
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VII. Conclusion
In this paper we presented work on evaluating conformance for flight plan feasibility in the presence of wind

considering both: deviation due to wind and battery SoC. For evaluating conformance with wind-induced deviations,
three approaches were presented examining strict-bound conformance, conformance evaluation over the entire route and
a statistical approach using discrete finite time intervals. To evaluate battery energy-related mission success probability,
a model-based prognostics architecture is utilized.

Results from the deviation evaluation found that, in the 4 given scenarios, there is little variation overall in the
trajectories derived from the simulation in the presence of wind. It was found however that, with wind, the simulated
aircraft is both more stable and, for the given scenarios, can complete the route in less time. The latter of the three
proposed approaches is favored in its approach due to the ability to capture the probability of deviation at discrete time
intervals. Even with the diminished performance in scenarios with high gust-induced deviation, this approach has better
perceived scalability. We proposed that by modifying the threshold variables and interval variable gusts could be better
represented or the approach can be better adapted for different stages of flight. Furthermore, we can hypothesize that
learning based methods, such as regression-based techniques, or optimization techniques, could be adapted to either
improve the threshold and interval variables or probabilistically predict deviations out right.

The experiments related to battery energy consumption reveal that flying the aircraft in windy conditions leads
to an increase in battery energy consumption due to the vehicle’s compensation for the wind’s impact. Consequently,
the probability of mission success decreases as the wind speed increases. Therefore, the presented framework can be
utilized to facilitate the pre-departure decision-making process by estimating the probability of mission success under
specific flight conditions and battery states of charge.

Future work will look at the inclusion of ensemble forecasts to aid in the feasibility evaluation. These ensemble
forecasts will consist of multiple, potential observations with even probability distributions, e.g., ten forecasts each with
a probability value of 0.1. With the ensemble forecasts a broader range of possible wind profiles can be evaluated for a
single flight plan reducing the uncertainty that is present with just a single wind profile, we anticipate a more robust
analysis by extension.
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